STAT 532: Foundations of Statistical Inference I Fall 2020

Lecture 1: Measure Space
Lecturer: Dennis Cox Scribes: Shu-Hsien Cho

Objectives of theoretical statistics

Statistics is about the mathematical modeling of observable phenomena, using stochastic models, and about
analyzing data: estimating parameters of the model and testing hypotheses. Theoretical statistics relies
heavily on probability theory, which in turn is based on measure theory. Thus, a student of advanced
statistics needs to learn some measure theory. A proper introduction to measure theory is not provided here.
Instead, definitions and concepts are given and the main theorems are stated without proof.

Measure theory is a rather difficult and dry subject, and many statisticians believe it is unnecessary to
learn measure theory in order to understand statistics. To counter these views, we offer the following list of
benefits from studying measure theory:

1. A good understanding of measure theory eliminates the artificial distinction between discrete and
continuous random variables. Summations become an example of the abstract integral, so one need
not dichotomize proofs into the discrete and continuous cases, but can cover both at once.

2. One can understand probability models which cannot be classified as either discrete or continuous.
Such models do arise in practice, e.g. when censoring a continuous lifetime and in Generalized Random
Effects Models such as the Beta-Binomial.

3. The measure theoretic statistics presented here provides a basis for understanding complex problems
that arise in the statistical inference of stochastic processes and other areas of statistics.

4. Measure theory provides a unifying theme for much of statistics. As an example, consider the notion
of likelihoods, which are rather mysterious in some ways, but at least from a formal point of view are
measure theoretically quite simple. As with many mathematical theories, if one puts in the initial effort
to understand the theory, one is rewarded with a deeper and clearer understanding of the subject.

5. Certain fundamental notions (such as conditional expectation) are arguably not completely understand-
able except from a measure theoretic point of view. Rather than spend more words on motivation, let
us embark on the subject matter.

1.1 Measures

A measure space is a 3-element (Q, F, 1), where Q is a set (e.g. possible outcomes of random experiment,
all "sets”), F is a collection of subsets of a set , and 4 is a measure / function from F to [0,00). u satisfies

L p®)=0
2. A sequence of measurable disjoint sets Ay, As,--- in F, then ( U An) = > u(Ayp)
n=1 n=1

Note. w (element) € Q, but w # {w} (set). That is, u({w}) may be meaningful, but p(w) is nonsense.

1-1
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1.1.1 o-fields

Here we need some requisite properties for the class of sets on which a measure is well defined.

Definition 1.1.1. Let F be a collection of subsets of a set €2, then F is called a o-field iff it satisfies :

1. 0eF

2. f Ae F, the A° e F

3. If Ay, Ag,--- is a sequence of elements (that is, {A;, A, -} is a countable subset) of F, |J 4, € F

n=1

(2, F) is a measurable space, and the element of F is measurable set / measurable event. Given the
measurable space, a measure is a function g : F = R = RU {—00, 00} (extended real numbers) satisfying

1. nonnegative: YA € F, 0 < u(A) < oco.

2. u(® =0

3. (Countable additivity property) If Aj, As,--- is a sequence of disjoint sets of F, then pu (U An> =

> (4n) !

Remark. Probability Spaces

1. (2, F,P) is a probability space with P(2) = 1, P is probability measure.
2. Elements of F (Measurable sets) are events.

3. Q is the sample space. (underlying space)

4. ) € F, that is to say, Q € F

5. Given any set €2, the most trivial (smallest) o-field is F = {0, Q}. The power set P(Q) = {A: A C Q}
consisting all subsets of € is the largest o-field on . (29) It is easy to prove that the F is a o-field.
(a) DeF
(b) A€ Fimplies A°=Q\AeF
(¢) A1, Ay,--- in F implies |J A4, € F
n

Given any A C P(Q)), o(A) is the smallest o-field containing .A.
Example 1.1.1. (Jun Shao Equation 1.1, Robert Ash Example 1.2.2)
Let A be a nonempty subset of Q (A C Q), the smallest o-field containing A, o({A}) = {0, A, A, Q}

Definition 1.1.2. The smallest o-field containing C, a collection of subsets of ), is denoted by ¢(C) and
is called the o-field generated by C. That is to say, if F is any o-field containing C, then o(C) C F. (The
details and proof are shown in the main text Prop. 1.1.1, it also shows that the exception of the countable
additivity property that intersection may be an uncountable collection I' of o-fields.)
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Definition 1.1.3. Borel o-field B on R is the o-field generated by the collection of all finite open intervals.
Any "practical” subset of R is a Borel set. Actually, all open/closed sets, all intervals(semi-infinite interval
or half open interval), and all finite subsets of R are Borel sets.

B ({(a,b) : —oo < a < b < c0})

=0 ({[a,b] : —00 < a < b< 0})
=0 ({[a,0) :a € R})

So, there exists a unique measure m (Borel measure) on (R, B) satisfies Va, b € R, a < b, then m((a, b)) = b—a.

Example 1.1.2. Counting Measure of any (2, F) : u(A) = #(A) the number of elements in A. If A is
an infinite set, then #(A) = co. It is fairly easy to check that (2, F,#) is a measure space (check the three
properties). Unless otherwise stated, we will use the power set for the o—field when dealing with counting
measure, i.e. F = P(€)), the collection of all subsets of Q2. Note that most of the unions and intersections
have been countable.

Example 1.1.3. Unit Point Mass Measure: Given a measurable space (Q, F) and z € .

5, (A) = 1, ifzed
00, ifa¢ A

Note that counting measure on {1, z2,- -+ } can be written in terms of unit point masses as # = > d,,, and

7
the sum of measures is a measure. Then we could check it is a probability measure easily. this measure is
useful in empirical distribution (see below).

To compute some other values of m(B), B € B, we need Proposition below. We will also add another part
to this result for increasing unions.

Proposition 1.1.1. Basic Properties of Measures. Let (2, F, u) be a measure space.

1. Monotonicity: A C B implies u(A) < pu(B)
2. Subadditivity: For any sequence Ay, Ag, -+, u(UA,) <3 u(Ay)

3. Continuity (increasing/decreasing intersections): If Ay C Ax C A3 C -+ (orA1 D A3 D A3 D -+ ) and
w(A;) < oo, then

n—oo n—oo

I ( lim An) = lim p(A,), where nh_}n;o A, = QAi(Or ﬁAl)

Proof. 1. AC B,B = AU (A°N B), A and (A° N B) are disjoint. By countable additivity property
(Definition 1.1.1-3), pu(B) = p(A) + p(A°N B) > u(A) by Definition 1.1.1-1.

Some other detailed proofs could be found in K.L. Chung Section 2.2. O

n— oo

Example 1.1.4. 1. m:z € Rm{z}) =m ( N(x—2%z+ 711)) = lim m[(z— %2+ 1)] =0 (Sin-
n=1

gleton set in Lebesgue measure has length 0.)

2. m(la,b]) = m({a} U (a,0) U {b}) = m({a}) + m({b}) + m((a, b)) = m((a,;b)) = b—a
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Proposition 1.1.2. 1. pa, o, -+ are a finite/infinite sequence of measures on (Q, F), and ay,aza,--- are

nonnegative real numbers. Then u =" a;u; is also a measure on (2, F)
i

2. If each of the p; is a probability measure and Y a; = 1, then p is also a probability measure. We also
allow some a; = oo here for oo-0=10

How do we get a RP measure? see Section 1.3 about the product measure theorem. With these measure
knowledge, we could simplify some proof steps.

1.1.2 Distribution Functions

Given any F : R — R satisfying following theorem, there is a unique Borel probability measure P on (R, B)
can define (cumulative) distribution function F(z) = P((—o0,z]),Vz € R.

Theorem 1.1.3. The c.d.f. of a Borel probability measure has the following properties
1. F(—o0)= lim F(z)=0
r—r— 00

2. F(o0) = lim F(x) =1

T—00

3. F is nondecreasing i.e. F(z) < F(y) if z < y.

4. F is right-continuous F(z +0) = hirnF(z) = F(x), z | x means z > x and z — x.
AR

5. F’s left limit exists: F(x —0) =lim F(z) = F(z)

zTx

Example 1.1.5.

0, <0
1
F(z) = i(l—l—x), ifo<z<1
1, ifex>1
1 / i
O_“) >

Remark. Quantile Function: more detailed content of quantile function and its application could be
found in Jun Shao 5.2 & 5.3 for Estimation in Nonparametric Models. Professor Cox mentioned the quantile
function as an introduction after we discuss the inverse image in 1.2.1, but I still put this remark here. The
quantile function in quite important in nonparametric statistics and empirical distribution (will be shown
later).

1. Quantile function is the inverse of a c.d.f.

2. For a € (0,1) or [0,1], F~(a) = inf{z : F(z) > a},and F*(a) = sup{x : F(z) < a}, if F is strictly
increasing and continuous, iff F~ = F* = F~1. (We can easily find that inf ) = +oco and sup () = —oo,
so F~(a) < F*(a),Va € (0,1) in HW1 exercise 1.1.15)

3. If 0 < a < 1,then 3z s.t. F(z) < «
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4. F~(a) = FT(a) = zif Ve > 0 there exist 71 € (z—¢,z) and 2 € (x, x+¢€) with F(z1) < F(z) < F(x2).
x is a point of increase for F

5. Median of a c.d.f. is defined as Med(F) = % {F (;) + P <;)] Using order statistics and

Ty + T
k= g,x(l) <z < < x(y) <, median is w

0.6 |-

0.4+

0.2 x—o i
0 xv | | | |

0 1 2 3 4 5 6

Example 1.1.6. Please see the figure above. F~1(0.2) = [2,3), F~(0.2) = 2,F"(0.2) = 3 because {z :
F(z) > 0.2} =[2,00) and {x : F(z) < 0.2} = (—00, 3]

Remark. Empirical Distribution: Here Professor Cox also discussed Empirical Distribution as an in-
troduction after introducing inverse image operator. More details shown in Jun Shao 5.1 Distribution
Estimators.

1. Data (x1,x9,- -+ ,x,) are elements of some set Q& = R, we count the data only once in the set €, i.e.
x; # x;,Vi # j. But we allow replicates in data set. e.g. {1,2,2} = {1,2} but (1,2,2) # (1,2).

2. To include this data set, we use unit point mass measure here. We also need Proposition 1.1.2 to
conduct an empirical distribution.

3. P= O, -

i

S|
iMe

4. Note that for any measurable set A € Q, P(A) is the proportion of data points(observations) in A.

5. By(A) = ééwi(A) _ %#{i 2 € A)

AR

6. z; € R, then P is Borel probability measure has c.d.f F(x) = (proportion of observations < z) =
P((—o0,z])
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1.2 Measurable Functions and Integration

A measure p as a real valued function is defined on a class of subsets F of Q2. Every set A C §) is associated
with a unique real valued function called the indicator function of A. It is given by

1, ifzeAd
Ia(@) ="
A(@) {0, itrd A

Thus, we may think of a measure as being defined on the class of indicator functions of sets A € F. Instead
of writing u(A), we could write “u(I4)”. In this section we define the abstract notion of integration which
extends the definition of p to a large class of real valued functions, i.e. we can define “u(f),” usually written

J fdp (so that p(A) = [ Ladp)

1.2.1 Measurable Functions

Since 2 can be quite arbitrary, it is often convenient to consider a function (mapping) f from €2 to a simpler
space A (often A = RF). The inverse image operator is: any function f : A — B, f~! : P(B) — P(A).
Where C C B, f~}(C)={a€ A: f(a) € C}. It maps a set to another set

Proposition 1.2.1. 1. f~1(A°) =[f~1(A)]°
2. For any A C A and Ay, As,--- are subsets of A, f~1 <UA2) =Uf " (4) and ! (ﬂAz> =
NI A, l Z Z
Proof could be found in Cox section 1.2.1.

Applying this to a c.d.f. F:R—R

0, ifno z s.t. F(z) =«

{z}, if unique z s.t. F(z) = «

[z1,22), if F(z) =« and all © € [z1,x2),but F(z2) # «
[x1,22], if F(z) =« and all x € [z1,22),and F(z2) = «

P ({a)) =

If F~'({a}) = [#1,22), then F~(a) = 21, FT(a) = 22 (that is to say, always F~ < FT)

Definition 1.2.1. (2, F) and (A, G) are measurable spaces. f : @ — A is measurable function iff VA €
G,f71(A) € F (or f71(G) C F, a sub-o-field of F). A =R and G is the Borel o-field, f is Borel measurable
(real value Borel function). All this kinds of function is more practical.

Definition 1.2.2. f:(Q,F) — (A,G), the o-field generated by f is f~1(G), denoted o(f)

Take the indicator function above as an example, [4(x) = d,(A) (Sure, it is similar to empirical distribution).

For B € B=Borel sets as an example.

0, ifo,1¢B
A, if,1€B,0¢B
Ac, if0e B,1¢ B
Q, ifo,1eB

I;Y(B) =
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I,Y(B) € F, I is a Borel function, 0(I4) = o({A}) is a much smaller o-field than F (a power set). We
usually use this property to generate a random variable with appropriate o-field with interested subsets.

Simple functions: ¢(w) = > a;14,(w) where A; are measurable sets on Q and a; are real numbers. Let
i=1
Ay, -+, Ay be a partition of Q, o(¢) = o({A1,---,An}). ¢ is also a Borel function, we need the following

proposition.

Proposition 1.2.2. (Jun Shao Proposition 1.4)(2, F) is a measurable space.

1. f is Borel iff f~1((a,0)) — F,Va € R
2. If f,g are Borel, fg and af 4+ bg,a,b € R are also Borel. f/g is Borel provided g(w) # 0

3. Suppose f1, fa,+-+ are Borel. Let L = {w € Q : lim f,(w) ewxists}, then L is a measurable set in
n— o0

and

{ lim f,(w), Yw € L is Borel.
h(w) — ¢ n—oo
fi(w), Yw ¢ L

4. f is measurable (Q,F) — (A, G) and g is measurable (A,G) — (A, H), the composite function go f is
measurable (Q, F) — (A, H)

5. Q is a Borel set in RP, if f is a continuous function from Q to R?, then f is measurable

The proof could be found in Billingsley Chapter 10 and 13, and Cox Proposition 1.2.1-1.2.3. Based on the
above proposition, it is hard to find a non-Borel function.

Let f be a nonnegative Borel function on (2, F), there exists a sequence of simple functions {¢,} satisfying
0< ¢y <¢g--- < fand lim ¢, = f. This is useful for technical proofs.
n—oo

1.2.2 Induced Measure

We need Proposition 1.2.2-4 for us to construct an induced measure, which is very important in statistics.
Just as we said before, the borel set 2 might contain too much useless information for us, and we try to
generate a random variable to obtain some interested subsets. Here we use a measure p (maps a set to a
real number) and a measurable function f (maps one set to another set) on G.

Let (Q,F, 1) be a measure space, (A, G) a measurable space, and f : (Q,F) — (A, G) a measurable function.
Define a function po f=t on G by (po f~1)(C) = u(f~1(C)),C € G. Keep in mind that the measurable
function f pulls a o-fields backwards (i.e. o(f) € F) but po f~1 is a measure on the range space (A, G) How
to verify the o f~1 is a measure? We need to prove Definition 1.1.1 for measure.

2.0 =fYA) = fHAUD) = (fFHA) U FHD) = QU f71(D), we can easily find that f~1(0) = 0,

8

8. wo f1C) = po f(U C) = po (U F71C) = > (wo f~1)(C;) by Proposition 1.2.1-2.

i=1 =1 %

Il
-
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In probability space (Q, F,P) and a measurable function X :  — R is a real valued random variable, then
the induced measure Po X ! is the distribution of X, denoted Px. Please keep in mind that the distribution
of X still depends on the underlying probability measure P we use here.

Example 1.2.1. 1. Take B C R a Borel set, an event [X € B] = {w € Q: X(w) € B} = X~1(B) and
P{lwe Q: X(w) € B} =P[X € B] =Po X !(B) = Px(B). Py is distribution of X.
2. (2, F,u) an arbitrary measure space. A € F, what is p o IZl? Take B C R a Borel set
0, if {0,1}NnB=19
. u(d), {01} 1B = {1}

oI,'(B) = = p(A)d1(B) + p(A°)do(B
poly (B) W(A%), i {0,130 B = {0} p(A)d1(B) + pu(A°)do(B)

W@, if{0,1}n B ={0,1}

3. mis Lebesgue measure and f : R — R. Assume f is strictly increasing and continuous differentiable and
Vz € R, Df(z) #0. f(—00) = —00, f(00) = co. Then f is 1-1 and onto, f~! exists. mo f~1([a,b]) =
f;D( f~Y(z)dz. This gives m o f~! for intervals. This involves formulating Jacobians. Note that
with f having some propositions, £~ ([a,b)) = [f~'(a), f~'(B)], m o f~([a,b]) = m(f~(a), f~"(b)] =
f71(b) — f~%(a). So this results follows by the fundamental theorem of calculus.

Remark. Underlying Probability Spaces

1. (, F,P) is a probability space with P(Q) = 1, P is probability measure on real numbers.
Elements of F (Measurable sets) are events. F is the collection of events.
Q is the sample space. (underlying space)

() € Q, that is to say, Q € F

oo W

Given any set Q, the most trivial (smallest) o-field is F = {0, Q}. The power set P(Q) = {A: A C Q}
consisting all subsets of € is the largest o-field on . (29) It is easy to prove that the F is a o-field.
(a) DeF
(b) A€ Fimplies A°=Q\AeF
(¢) Ay, Ag,--- in F implies |JA, € F

Given any A C P(£2), o(A) is the smallest o-field containing A.

1.2.3 The Definition of an Integral

See Jun Shao 1.2, Robert Ash 1.5, and Patrick Billingsley Ch15. Expected values of simple random variables
and Riemann integrals of continuous functions can be brought together with other related concepts under
a general theory of integration. Here we consider a measure (Q,F,u) and f : Q — R for extended borel
measurable functions. Note that co — oo is undefined, and it’s a main issue with when [ fdu is undefined.
We will define | fdu in three steps.

1. nonnegative simple function: f = ¢(w) = Y a;14,(w), a canonical form of simple functions. [ ¢dp =
i=1

n
> aip(A;) for all a; > 0. Note that there is no problem with co — 0o in the summation. This result
i=1

will be oo for some 4, a; > 0 and p(A;) = co. ([ Iadp = p(A), so [ ¢dp =Y a; [ Ip,dp by linearity
property.)
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2. nonnegative general function: Yw € Q, f(w) > 0or (f > 0): [ fdp = sup{ [ ¢du : ¢ is a simple function with 0 <
¢ < f}. (It is equivalent to the collection of nonnegative simple functions). In words, [ fdu is the
supremum (least upper bound) of all integrals of nonnegative simple functions which are below f.

[ ¢dp < [ fdu. Note that the set of the simple functions is nonempty since it contains Iy = 0. Also,
[ fdp = oo is possible.

3. general function: For general f, f = f( the positive part of f) = f_( the negative part of f), fi, f- >
0. fo(w) = max{f(w), 0}, f () = —(f(@))+ = —min{f(w),0} = max{—f(w),0}. Note that f,/_
are Borel functions, () = f+() — f (@), [f (@) = f+(w) — /(). Then, [ fdu= | frdu— [ [ du.
It exists/is defined iff at least one of [ fidu and [ f_du is finite (By step 2), and integrable iff both

[ f+dp and [ f_dp are finite.

Finally, we define the integral of f over the set A € F as fA fdup = [ Iafdu (Just follow the Example 1.2.2-3
to prove f1,4 is Borel measurable.)

Example 1.2.2. 1. Q = R , it = m Lebesgue measure, ¢ = %I[OJ] + %1(172], [ ¢pdm = %m([(), 1]) +

3m((1,2]) = % + % = fo x)dx = f ¢(x)dx (Note: step function is a type of simple function.
Then we can see that the Lebesgue 1ntegral is more powerful than Riemann integral with simple integral
and sum of rectangles under the curve, that is, a step function.)

2. We could define Riemann integral [ f(z)dz = sup{ [ ¢ (z)dz : ¢ is a step function. 0 < ¢ < f}. It’s
a subset of simple function, could replace 1 with ¢. If Rlemann integral fR x)dx exist, it equals
Lebesgue integral [ fdm, f > 0.

Remark. 1. (Ash P.37) {w: fi(w) € A} = {w: f(w) > 0,f(w) € A} U{w : f(w) < 0,0 € A}. The
first set is f71[0,00] N f~1(A) € F. The first set is f~[—00,0) if 0 € A and @ if 0 ¢ A. Therefore,
(f+) ' (A) € F for each A € B(R), and similarly for f_, are both Borel measurable.

2. We also note that it is common to write du(w) as pu(dw) as in [ f(w)dp(w) = [ f(w . To explaln
this notation, if > a;I4, is a simple function approximation to f(z) so that I ZaZIAl = Z a;pu(A;
J fdp, then the values a; will be approximately f(w) for some w; € A;. and the sets A; will have
small measure. If we write dw; to represent the ”differential” set A;, then we obtain notationally
> f(wi)pu(dw;) = [ fdp. The notation p(dw) is meant to remind us of the measure of these differential
sets, which are multiplied by f(w) and summed. We will sometimes use this notation when it helps to
aid understanding.

3. Q ={ay,aq, - }: discrete set (finite or infinite). Take F = P () as the o-field, and p = #, counting
measure. For any f : Q — R is measurable, [ fd# = > f(a;). It’s a classical example of measure

theory includes summation and Riemann integral.
4. unit point mass measure:

(a) on a measurable space (Q,F), if ¢ = ZczlA is a simple function, then [ ¢dé, = z:cz 0:(A;) =
> cila; () = ¢(z) < f(z). And taking 6= )Lz}, we get [ ¢do, = ¢(x) = f(x).

(b) If f > 0, sup{[ ¢dd, = ¢(z) : 0 < ¢ < f}. We could get 0 < f(x)I;;; < f. Assuming
f(z) < oo, {x} € F. (f(x) = oo, then use sequence of simple function ¢, = nly,y, [ ¢dd, =
d(x) =n — 00,0 < ¢ < f. That is, [ fdd, = f(x).)

() f=fr=f-r[fdo, = [ frdd, = [ f-db, = fi(x) — f—(x) = f(x) That is, [ fds, = f(x).
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For a linear combination of unit point mass measure, if p = Y a;0,,then [ fdu = >, a;f(z;). Let

(z1,--- a:n) be a dataset and g is a real valued function defined on the space (2 of possible observations.
Jog(x =— Z g(x;). That is, if P is the true probability model for the experiment, E[g(X)] =
fg(as)dP( is used to the sample average [ g(x)dP,(z), and [ g(x)dP,(z) — Elg(z)] as n — oo.

5. Show dummy variables: [ f(-,0)dm, x integrated out here, and it would be as a function of 6.

n
Riemann Integral: Step function ¢ (z) = } ¢il[q,—1,4,)(¥),a0 < a1 < --+ < a,. it’s a kind of simple
i=1
function where A; are required to be intervals. [ag,a1), -, [an—1,an) form a partition of [ag,a,) consisting
of finitely many intervals. II = max{a; — a;,—1 : 1 < ¢ < n} Given II, the partition and f : [a,b) — R:

1. upper Riemann integral: ]Zf(:c)dx = irﬁfl/{(f, In), U(f, 1) = Xj:l ({ sup f) (ai—1,a;) = [Yyn(x)de

a;—1,a4]

i=1 \ [a;_1,a4]

where step function s () = > sup f) Tia,_y ()

2. lower Riemann integral: fbf(x)dx =sup L(f, 1), L(f, 1) = zn: ( inf f> (ai—1,a;) = fwfn(x)dx
La I -

i=1 \lai—1,a:]

where step function wf H(x) = ( inf f> Tia,_y ()
o i=1

[a/b 17‘11]

The Riemann integral exists when ]Zf( dz = 1nfU (f, 10 f f(z = sup L(f,IT) = Rfab f(z)dx
I

We here try to prove that Lebesgue integral is between lower and upper Riemann integral. [ b flx)dx =
—a
sup [ P fn(x)dx. Step function, as a subclass of simple function, satisfies the simple function property,

Zf,11
0 <4 < fon[a,b). Since the supremum of a subset is smaller than a superset, ibf(ac)dw < f[a b f(z)dm(x).

Each of the step functions brm that goes into the definition of the upper Riemann integral satisfies f <
Py, SO fa ) ) < f[a wy Y1, ndm( ) by proposition below. Then taking infimum over all such step

functions gives f[ ) f ) < f [a,b)]

Example 1.2.3. Not all Lebesgue integrable functions are Riemann integrable. Let f(x) = I4(x) be the
indicator of A = {z € [0,1) : € Q}, then m(A) = 0. [a;_1,a;) € RT, sup =1land inf =0. Even

[ai,l,ai) [ai—lvai)
the upper step on [0,1) =1 and lower step on [0,1) =0 is allowable in the partition II of [0, 1), the upper
Riemann integral is 1 and lower Riemann integral =0, and the Riemann integral doesn’t exist.

Example 1.2.4. Improper mtegral A mtegral is 1mpr0per if it is over an infinite interval or ig the function
is not bounded, e.g. R fo x)dr = hm R fo x)dz. An improper Riemann integral may exist, but its

Lebesgue integral may fail to exist.

Han—-1<z < 2n

1
f@)=49_2 ifopn<z<on+1
n
0, ife<l1
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where {n : n € N}. Then for b > 1,
b—(2n-1)

/f v = 1—(b 2n)

, f2n—-1<b<2n

, if2n<b<2n+1

1 s .
Note that ‘fo r)de] < = = 0asb — oco. R, fla)de = bhm Rfob f(x)dz = 0. However, the
n —00
Lebesgue 1ntegra1 ff dm(z) = [ fy(x)dm(z) + [ f-(z)dm(z) does not exist because [ fi(xz)dm(z) =
Jr=( Z — = 00, which violates the definition that Lebesgue integral exists/is defined iff at least

one of f f+du and J f dyp is finite (By step 2), and integrable iff both [ fidp and [ f_du are finite. That
is, we need the improper Riemann integral should be absolutely convergent.

[ee]
Example 1.2.5. p is counting measure on N, p(A) = # elements in A, f: N = R. [ fdu= 3 f(k) =
k=0

. N
REC

1.2.4 Properties of the integral

Please also follow the reference Jun Shao 1.2, Robert Ash 1.5, and Patrick Billingsley CH15.

Proposition 1.2.3. (Basic properties of the integral): Let (Q,F,u) be a measurable space and f, g are
extended Borel functions on §2. See Billingsley Theorem 15.1 and Cox Proposition 1.2.5

1. If f =" w14, is a nonnegative simple function, {A;} being a finite decomposition of Q into F-sets,
then [ fdp = 3 wu(A)
Proof. (In Billingsley 15.1) {B;} a finite decomposition of  and let §; be the infimum of f over
B;. If A; N Bj # 0, then 8; < ;. Therefore, Y B;u(B;) = > Bin((Ai N Bj)) < > xipu(A; N B;) =
J ij j
> (Ai) O
K3

2. (Monotonicity): Yw,0 < f(w) < g(w), then [ fdu < [ gdu.

Proof. For 0 < f < g a.e., this would follows Proposition 1.2.4-4. And for general integrable f < g
ae., fy < g4 and f_ > g_ a.e. By step 3 in 1.2.3 The definition of integral, [ fdu = [ frdp— [ f-du,
prove it. O

3. Yw,0 < fu(w) T f(w), then 0 < [ fodut [ fdu
Proof. See Billingsley. We need to show [ fdu <lim [ fdu, equivalent to lim [ fdu > S = > v;u(A;)

i=1

and v; = { in}; f(w)}. First, suppose that S is finite and all the v; and p(A;) are positive and finite.
wEA;

VO < € < v, Ay, = [w € Ai ¢ folw) > v — €. fu * F,Am T A [ fadp S (vi — )p(Ain) —

@rfMMﬁ:S—€§#M0

‘Ms
[lNgE

@
I
-
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Next, suppose only S is finite. Each product of v;u(A;) is then finite. ¢ < mg is positive and i > my
is 0. (If mp < m,S =0, and trivial.) Now wv;, u(A;) are positive and finite for ¢ < mg then replace m
by mo and follow the same procedure to proof.

For an a.e. version, 0 < f, 1t f on a set A with pu(A°) = 0, then 0 < f,I4 1 fla and [ frodp =
J fadadpt [ fladu = [ fdu O

4. (Linearity): for a,b € R, [afdp=a [ fdu. Also, [(af +bg)dp=a [ fdu+b [ gdu
Proof. (In Billingsley 15.1) Suppose at first that f = > xila,,9 = > y;Ip;,af +bg = > (ax; +

7 J )
by;j ) a,nB,- [(af + bg)dy = > (azi +by;)pd; O By = a ) win(A;) + 03 y;u(B)) = af fdu+b [ gdp.
ij 4

j
Here we check ¢ = b = 1 is integrable. (f +g)+ — (f+9)—- = fg = f+ — f- + 9+ — g— and
(f+9)++[f-+9-=(f+9)— + [+ +9g+. All of them are nonnegative. Also, [(f+g)rdu+ [ f-du+
Jo-dp= [(f+g)-du+ [ frdu+ [ g+dp. Finally, [(f+g)+dp— [(f+9)-dp= [ frdp— [ f-du+
Jgvdp— [g-dp= [ fdu+ [ gdpn O

5. | [ fdu| < [|fldu if [ fdp exists.

Proof. Follows the previous properties, it can be easily proved. O

Remark. If A is an event with u(A) = 0 and the statement S(w) (f is continuous at w) holds for all w
in the complement A€, then the statement is said to hold a.e.u (almost everywhere). If p is a probability
measure, a.e. — a.s. (almost surely). e.g. 2 functions f,g. If f = g ae. (implies [ fdu = [ gdp),

p{w : f(w) # g(w)}) =0.
Proposition 1.2.4. Almost everywhere: If f,g are extended Borel function on (Q, F, u)
1. If f =0 a.e., then ffdu:U
Proof. Suppose f = 0 a.e., if A; meet [w : f(w) = 0], then inf f(w) = 0. Otherwise, u(A4;) = 0.

wEA;

Hence, 35 { inf f(w)] W(A) =0 O

wEA;

2. Ifw: f(w)>0], [ fdu>0

Proof. If Ac € [w: f(w) > ¢€],Ac T [w: f(w) > 0] as € | 0. There exists a ¢ > 0 for which pu(A4.) > 0.
Decomposing € into A, and its complements shows that [ fdu > eu(Ae) >0 O

S 1f [ fdp < oo then f < o a.e.
Proof. If p[f = oo] > 0, decompose Q into [f = oo] and its complement: [ fdp > co-u[f = oco] > 0. O

4. f<g ae., then [ fdu < [ gdu, provided the integral exist.

Proof. Let G = [f < g], for any finite decomposition [A1, -+ , An] of Q, > |:i£lf f} w(A;) =>" [igf f] w(A;N

G) <> L%fG f} w(A;NG) <> [A%fgg] w(A;NG) < [ gdu. It also shows that if f = g a.e. (implies
[ fdp = [ gdp). m
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5. f>0,p ae and [ fdu =0, then f =0, u-a.e.

1
Proof. A={f>0}A,={f> E},n =1,2,---. Then A,, C A for any n. By Proposition 1.1.1-3
and Definition 1.1.1-3, lim A, = UA,, = A, lim u(A,) = u(A). And by 1. and Proposition 1.2.3,
1 1
EM(An)ZfﬁIAndMSffIAndMSffdMZO- O

Remark. 1. Some direct consequences of Proposition 1.2.4-1 are | [ fdu| < [|f|du; if f > 0 a.e., then
[ fdp > 0. and if f = g a.e. (implies [ fdp = [ gdp), p({w : f(w) # g(w)}) = 0.

2. [ lim fodpu= lim [ fu,du where {f,:n=1,2,---} is a sequence of Borel functions. We only require
n—oo n—oo

lim f, (also a Borel function by proposition 1.2.2-3) exists a.e.
n—oo

Ezample 1.2.6. {f, :n=1,2,---} is a sequence of Borel functions on Lebesgue measure (R, ). Let
fulz) = nI[O L](x) Then li_>m fu(z) =0,Vz\ {0} ( li_>m fn =00 at x =0). Since m({0}) = 0, we may
‘mn n oo n o

say f, — 0 for m-a.e., le [ fadm =1, [ le fandm = 0. That is, the interchange is not feasible
here.

3. And, we need Fatou Lemma here, and for Monotone Convergence Theorem and Dominated Conver-
gence Theorem.

Theorem 1.2.5. 1. Fatou’s Lemma: For nonnegative f,, [liminf f,dp < liminf [ f,dp

Proof. If g, = 1?>1f fr, then 0 < g, T g = liminf f,, and by Proposition 1.2.3 and 1.2.4, ffnd,u >
[ gndp — [ gdp O

2. Monotone Convergence Theorem: 0 < fi < fo < - < fr, <--- (0 fu 1 f), f(w) = 1i_>m fn(w)

a.e., then
lim/fnd,u: /limfndu.

Proof. By Proposition 1.2.4-4, there exists
i [ fudu< [ o
n—oo

Let ¢ be a simple function, 0 < ¢ < f and let Ay = {¢ > 0}. Suppose that p(As) = oo, then
[ fdp = oo. Let a = % Ilelgl and A, {f, > a}. Thena > 0,4 C Ay C ---, and A, C UA,. By
weAy

Proposition 1.1.1-1,
H(An) = 1(UA) = pldg) =0 and [ fudn> [ fudi> au(a,) = .
Apn

Suppose now p(Ag) < oo, by Egoroft’s Theorem, for any € > 0, there is B C Ay with p(B) < € s.t.
fn — f uniformly on A, N B¢. Hence,

[z [ gt fa= [ du—intodu— [ odu> [ odu - emaxofw).
AyNBe A4NBe AyNBe B w
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Since € is arbitrary, lim [ f,du > [ ¢dp. Since ¢ is also arbitrary, by Definition of Integral 2,
n—oo

lim [ fpdp > /fdu-
n—oo
O

3. Dominated Convergence Theorem Assume f, — f a.e., and g dominating function s.t. ¥Yn,|fn| <
g a.e.& [ gdp < oo (integrable), then [ lim fy,dp = lim [ f,dp
n—oo n—oo

Proof. Applying Fatou’s Lemma to functions g + f, and g — f,,. We obtain that
/gdu+ /limi%f fndp = /limirnlf(g+ fn)du
< limi%f/(g+ fr)dp = /gdﬂ+1imilrllf/fndﬂ
and
/gduf /limsup fndu = /limsup(gf fn)dp
< limsup/(g = fa)dp = /gdu - limsup/fndu-

Therefore,

/liminf fndp < lim inf/fndp < limsup/fndu < /limsup fndut.
n n n n

Now use asusmptions f,, — f a.e., f is dominated by g. Since g is integrable, these results imply that

/fd,ug liminf/fnd,uglimsup/fndu < /fdu.

That is, Fatou’s Lemma implies DCT. O

Remark. Note that for each w, lim exists, but may be +o0o. In DCT, there is no unique g dominating
n—oo

function, we could choose a convenient one.

Example 1.2.7. Back to [ fdd, (unit point mass measure), recall that we assume {z} € F e.f. F = {¢, Q}.

We don’t need this assumptions by the following explanation. For any f > 0 have simple functions ¢, s.t.

0< ¢, 1 f. Wehave [¢,du? [ fdu. Thus, we can “calculate” [ fdu using these simple functions instead
of sup{ [ ¢dp : 0 < ¢ < f}. In particular, [¢dd, = ¢p(z), 0< ¢t f = [ ¢pnddy = dn(x) — [ fdb,

Proposition 1.2.6. Simple function approzimation: Let f : (0, F) — (R,B), f >0, then 3¢,, a sequence
of simple functions s.t. 0 < ¢, T f and Vn,|d,| < |f|. If f > 0 then we may take ¢, > 0 for all n. Further,
if o is a measure of (Q,F) and [ fdu is defined, then [ ¢pdp — [ fdpu.

Theorem 1.2.7. Measures Defined by Densities: let f : (Q,F,u) — (R, B) be nonnegative, and put
v(A) = [, fdu, A e F. Show that v is a measure on (S, F)

1. 0 <v(A) < oco? Yes, by monotonicity

2. v(¢p) =0? Yes, I =0,I,f =0
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3. Takew € Q, Iy(w) = 1 iff In s.t. w € A,,. But there only one suchn so that ) 14, (w) =1, Ijja, (w) =

0 iff all I, (w) = 0. Note that I ja, = > 1a, by disjointness. Thus, v({JAn) = [ (Z IAnfdu>
n n n n=1

In the context of this theorem, the function f is called the density of v with respect to (w.r.t.) p. Sta-
tistical models have possible distributions for Y, a random vector with possible distributions. All having
densities w.r.t. some p, f(y,0) where 6 is unknown parameter, [ f(y,60)du(y) = 1. Most of the probability
measures we use in practice will be constructed through densities, either w.r.t. Lebesgue measure (so-called
continuous distributions) or w.r.t. counting measure (discrete distributions). We will later provide necessary
and sufficient conditions for when one measure has a density w.r.t another measure (the Radon-Nikodym
theorem). This result has many ramifications in probability and statistics.

Theorem 1.2.8. Change of variables: Suppose f: (Q, F,u) — (A,G) and g : (A,G) — (R,B). Then

[ @e naute) = [ a0ydguo )
, if either integral is defined, then so is the other and the two are equal.

Proof. First assume g is a nonnegative simple function, say

) =Y s, )

where a; > 0,Vi. Then go f > 0 so both integral exist. Now

e n@au) = [ S ata(r@)du) =S o [ 1a(fe)inte)

by linearity property. Note that I4(f(w)) = 1 iff f(w) € Aiff w € f~1(A) iff [p-1(a)(w) = 1,50 [g0 f =
It-1(4). Using this,

:Zai/lfil(A d/,b Zaz/l 1 i
— Y aituo FH(A) = Y a / Lad(po f7)

Now suppose that g > 0. Then both integrals are still defined. Let ¢, be simple functions with 0 < ¢,, T g

by Proposition 1.2.6. Then
/ Ppd(po f71) = / gd(po 1)

by MCT. I4 0 f = I;-1(4) shows that ¢, o f are nonnegative simple functions on 2, 0 < ¢, 0 f T go f, so

JGuonau [go pan
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by MCT. Since [(¢n o f)du = [ ¢nd(po f~1) by the first part of proof, we have [(go f)du = [ gd(po f~1)

Now let g be a general extended Borel function on A and consider g4, g—. (gof)+ = g+of and (gof)_ = g_of,
by previous part of the proof and the nonnegative function,

/(QOf)+du= /g+d(u0f’1),/(90f)—du = /g—d(MOf’l)-

Hence, if say f go f)—dp < oo, so that the [,(go f)(w)du(w) is defined, then [g_d(po f~') < oo and
Sy 9(N)d(po f1(N) is defined, and

/QOfdu=/(QOf)+du—/(90f)fdu:/g+d(u0f’1)—/gfd(u0f’l)=/9d(u0f’1)~

A similar argument applies if [(g o f);du < oo, which is the other way fQ g o f)(w)du(w) can exist.
Sy 9(N)d(po f7H(N) exists just in case one of g+d(u of1)y<ocor [g_d(uo f) < oo, and the proof goes
through without difficulty again. O

Remark. Start with simple functions, use Proposition 1.2.6 and Theorem 1.2.5 to extend to nonnegative
functions, and finally to general functions using the decomposition into positive and negative parts.

Example 1.2.8. We briefly indicate the importance of Theorem 1.2.8. Let (£2, F,P) be a probability space
and X a r.v. defined thereon. If E[X] = XdP exists, then [ fE[X] by [, zdPx(x) where Px =P o X!
is the distribution of X. Thus, we compute an integral over the real line rather than an integral over the
original probability space. If X : @ - R)Y : @ —» R,¢9 : R — R, then E[g(X)] is typically computed as
Jg 9(x)dPx (x) rather then [, ydPy(x)(y), i.e. one integrates w.r.t. the distribution of the original r.v. X
rather than w.r.t. the distribution of g(X). Theorem 1.2.8 is used so often by statisticians without giving it
any thought that it is sometimes referred to as “the law of the unconscious statistician.” It should be noted
that calculation of 1o f~! may be complicated, e.g. involving Jacobians, a subject treated in Chapter 2,
Section 2.4.

Theorem 1.2.9. interchange of differentiation and integration: Let (0, F, ) and suppose g(w,0) is
a real valued function on the cartesian product space Q x (a,b) where (a,b) is a finite open interval in R.
Assume g satisfies:

1. For each fized 0 € (a,b), the function fo(w) = g(w,0) is a Borel function of w and [ |g(w,8)|dw < oo

dg(w, 0)

2. Il set N s.t. Vw ¢ B
a null se s.t. Yw ¢ B, 50

exist for all 6 € (a,b)

3. an integrable function G : Q — R s.t. Yw ¢ N and all 6 € (a,b), 20

@Wﬁﬂsmw

Then for each fized 0 € (a,b), 99 (w 0) is integrable w.r.t p and ng w, 0)du(w fQ 20 (w, 0)du(w)

00

Proof. Let H(0) = [ g(w,0)d

Ydp(
0+ € (a, ),then 9(w,0+ ()$

0+9)— 0
g(w,0+ ()5 9(w,9) ‘ < G(w). Now let n,, be any sequence in R converging to 0. Then by Proposition 1.2.4,

HO+0,) = HO) _ [ e+ 1) ~ g(0:0)
M Tin

). Suppose w ¢ N, then by the mean value theorem, if § € (a,b) and
g(w,0) g
00

w

——(w, 0 4+ «d) for some a € [0,1], and in particular Vw ¢ N,

du(w). Thus, we have for each fixed 6 € (a,b), the sequence
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9(w79+77n)*9(wa9) 69(“50) g(w79+§)79(w’0)

of functions f,(w) = converges p-a.e. to 5

M 00
- . 99(w, 0)
G(w), |fn] < G, prae., and G is p-integrable by assumption. Hence, by DCT, [ fodu — [ |——=—| du,

00
H(9+77n) —

.Andby’ ‘g

ie. lim
n—oo T]”

H(O + 1) — H(0)

H(6 0
() = o £(w’ 0)du(w). Since the sequence 1, — 0 was arbitrary, it follows that

0
}irré = /5 %(w,@)du(w). The equation just before this equation states that H(6) is
—

differentiable and the derivative is the right hand side. O




1-18 Lecture 1: Measure Space

1.3 Measures on Product Spaces

The Cartesian product of sets I'; is defined as the set of all (ay,as,---), a; € Ty, and is denoted by
[l T; =Ty xTy x---. Given measurable spaces (Q;,F;),i = 1,2,---. Since II F is not
i€{1,2,-- } i€{1,2,--}

necessarily a o-field, o ( 11 .7-}) is called the product o-field on the product space IT £ and
ie{1,2,-} ie{1,2,}

( H Qi, H ]:i is denoted by H (Qz, ]:z)

i€{1,2,-- } i€{1,2,- } i€{1,2,-- }

A measure space (A, G, u) with A € B, and G = {BNA: B € B,} is called a Euclidean Space, which is
usually used in most of the statistical application.

1.3.1 Definitions and Results

Definition 1.3.1. A measure space (Q, F, u) is called a o-finite iff there is an infinite sequence A, Ag, - - -
in F s.t.

1.

=

(Al) < 0
2. [ A=0
i=1

Any finite measure (e.g. probability measure) is o-finite, since R = UA,,. The counting measure is o-finite
iff Q is countable.

Example 1.3.1. f = oo, v(A) = [ Adp. This fives non-o-finite measure where

oo, i p(A) >0
V(A)_{o, if j(A) =0

Theorem 1.3.1. Product Measure Theorem: Let (Q;, F;, p;) be measure spaces with o-finite measures
(that is, they are o-finite measure spaces). There exists a unique o-finite measure on the product o-field

o I1  Fi ), called the product measure and denoted by g X pg X -+ 8.t i3 X -+ X pp(Ay X -+ Ag) =
i€{1,2,-- }
Nl(Al) X ~'~[Lk(Ak), fOT all Az - Ql(AZ c .E)

Example 1.3.2. The usual length of an interval [a,b] C R is the same as the Lebesgue measure of [a, b].
Consider a measurable rectangle [a1, b1] X [az, ba] C R?, the usual area of [ay, b1] X [az, ba] is (b1 —a1)(ba—ag) =
m([ay,b1])m([az, b)), i.e. the product of the Lebesgue measures of two intervals [a1,b1] and [ag, bs]. Note
that [a1, b1] X [az, b2] is a measurable set by the definition of the product o-field. We need the above definition
and theorem to verify the above calculation.

In R?, there is a unique measure, the product measure mxm = m?, m?([ay, b1] x [az, b2]) = (b1—a1)(ba—az) =
m([a1,b1])m([az, b2]) on 2-dimensional Lebesgue measure (there also exist n-dimensional Lebesgue measure
for n € N which is similarly defined.)

Example 1.3.3. pu; are counting measures on N, g1 X po is counting measure on N x N. Take A7, As C N,
the number of elements in A; x Ay is the number of elements in A; x the number of elements in A,

Note. 1. Trivial isomorphism: ©; X Qo = Oy x 4, there exists one to one mapping (wy,ws) — (w2, w1).

2. Higher dimensional Lebesgue measure m™, we have n-dimensional volume
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1.3.2 Integration with Product Measures

Theorem 1.3.2. Fubini’s theorem (Fubini-Tonelli’s theorem): Let u; be a o-finite measure on
2
(Q, Fi),i = 1,2, and let f be a Borel function on H(QZ,]-'Z) Suppose that f is either nonnegative or

integrable w.r.t. py X po. ([ fd(p1 X po) exists) Then g(ws) fQ (w1, wz)dpur (wr) exists a.e. po and
defines a Borel function on Qs whose integral w.r.t. uo exists, and

/ F(@)du(w) = / Fwr,wa)d(n % ) (wr,wn) = /[ Fwr,w)dpn @1)| dpa(ws)  (L1)
Q Q1 xQs Qg Qq

k
This result can be extended to the integral w.r.t. the product measure on [[ (€4, F;) for k € N
i=1

Example 1.3.4. Let Oy = Qs = {0,1,2,---} and p; = po = #. One can check that # x # on N x N is #
on N2, A function f(4,7) > 0 or [ |f|d(p1 x p2) < co defines a double sequence, then

[ it < ) = [ = /[/fud# ]d# S ) =SS s)

i=0 j=0 =0 i=0

Thus we have shown a well known fact from advanced calculus: if a double series is absolutely summable

(i.e Z Z |f(4,7)| < oo holds), then it can be summed in either order. In fact, by Fubini’s theorem, it
i=07=0

suffices for either the sum of the positive terms to be finite or the sum of the negative terms to be finite.

That some condition is required for interchanging the order of the summations

1.3.3 Random Vectors and Stochastic Independence

A function X: (Q, F,P) — R" is a n dimensional random vector. Po X" on R™ is called the distribution or

law if X and is denoted Px or Law[X]. We will write a vector as a column vector or as an ordered n—tuple,
ie.
Z1
T2
(.’L'1,£EQ7 e 7xn) =
Tn

We need to use the r.h.s. of this last equation wherein z is represented as an n X 1 matrix whenever we

do matrix operations. The component functions (Xp, Xs, -, X,,) of a random n—vector X are random
variables, and their distributions on R' are referred to as marginal distributions. The distribution of X on
R™ is sometimes referred to as the joint distribution of (X1, Xa, -, X,).

The random variables (X1, X2, -+, X,,) are said to be (jointly) independent iff for all By, Ba, -, B, € B,

P{X, € By,---,X, € B,} = [[ P{X; € B;}. This definition extends to arbitrary random elements
i=1

(X1, Xs,---,X,). This last displayed equation is equivalent to [[ P{X; € B;} = (Po X (][] B;) =

i=1 i=1

s

(Po X N (By)

i=1
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Proposition 1.3.3. Let X = (X1, Xo, -+, X,,) be a random vector. Then (X1, X2, ,X,,) are independent

iff Law[X] = ‘]iIILaw[X,;]

n
Proof. Suppose (X1, Xa, -+ ,X,) are jointly independent, so P{X; € By,---,X, € B,} = [[ P{X; € B;}
i=1
holds for all By, Bg,---, B, € B. Note that the Lh.s. of P{X; € By, -+, X,, € B, } is the joint distribution
P =Law|[X] evaluated at the rectangle set By X By X - - - X By, and this equals the product of the corresponding
measures of the factor sets. Since this holds for arbitrary rectangle sets, it follows that Po X ' = [[(PoX; ')
by uniqueness in the Product Measure Theorem. Conversely, if Po X' = [[(Po Xi_l)7 then P{X; €
By, -, X, € B,} = [[ P{X; € B;} holds for all By, Bs,---, B, by the definition of the product measure,
i=1

and hence X1, Xo,---, X, are jointly independent. O

We say X1, Xa, -+, X, are pairwise independent iff for all ¢ # j, the pair X; and X; are independent. Joint
independence implies pairwise independence, but the converse is false. The following result gives some useful
consequences of independence.

Theorem 1.3.4. Let X and Y be random elements defined on a common probability space.
1. For all appropriate sets A,B, P[X € A&Y € B] = P[X € AP[Y € B|, P[(X,Y) € Ax B] =
Pxy (A x B) = Px(A)Py(B) by property of product measure.

2. If X and Y are independent, then so are g(X) and h(Y') where g and h are appropriately measurable
functions.

3. If g and h in (1) are real-valued, then E[g(X)h(Y)] = E[g(X)]E[h(Y)]

Proof. 1. Skip.

2. X,Y are independent if and only if X ~1(A) and Y ~!(B) are independent for all Borel measurable set
A, B. Consider (goX) *(A) = X !(g7(A)) (which is equivalent to [X € g7'(A)]) and (hoY )1 (A4) =
Y ~Y(h=1(B)) (which is equivalent to [Y € h=1(B)]). We could know that P[g(X) = A&h(Y) = B] =
P[X € g7 (A)&Y € h"1(B)] = P[X € g7 Y(A)|P[Y € h"1(B)] = Plg(X) = A]P[h(Y) = B]

3. Let P = Law[g(X)] and @ = Law[h(Y)]. By (1), Law[g(X),h(Y)] = P x Q. By Change of Variable
theorem (Theorem 1.2.8)

Elg(X)h(Y)] = /]Rz g-hd(P xQ)(g,h) = /R {/Rg . th(g)] dQ(h)  (by Fubini’s theorem)

= / [/ gdP(g)} hd@Q(h)  (by Proposition 1.2.3-(4), h can be factored out of the integral of P(g))
R /R

= [/]R gdP(g)} . {/R th(h)] (by Proposition 1.2.3-(4), /gdP(g) is a constant)
= E[g(X)] - E[n(Y)]

O

Definition 1.3.2. Events A, B (subsets of underlying sample space) are independent iff 4, Ig are indepen-
dent.
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If A, B are independent events, P[A N B] = E[lang] = E[lalp]. Isy(w)lp(w) =1 iff (w € A&w € B) iff
(we AN B) iff Tanp(w) = 1. A&B are independent events iff T4, are independent random variables
(Bernoulli random variables) iff P;, X Pr, = Pr -

Pr, =P(A%)d0 + P(A)d
Pr 1, =P(ANB)o,1) +P(AN B)d,0) + P(A° N B)do,1) + P(A° N B)d(0,0)
Pr, x Pr, = (P(A%)50 + P(A)51) x (P(B°)do + P(B)d)
= P(A%)(B)(8 x 80) +P(A)(B%)(81 x 8o) + P(A)(B)(8o x 81) + B(A)(B)(61 x 61)

That is, coefficient of 6,1y match. i.e. P(AN B) = P(A)P(B), i.e. independent of 14, Ip — independent of
events A, B. This also implies [Independent of A, B¢| & [Independent of A¢, B] & [Independent of A, B€].
Also implies for four coefficient of 5(0,0),5(0}1), 5(1)0), (5(171)

Remark. 1. 0p X 0y = O(a,y)
Proof. Defining product measure

1, if A B
(8, % 8,)(A x B) = 8,(A4)5,(B) = - T rEAE
0, else
1, if (z,y) € Ax B

0, else

9

5(I7y) (A X B) = {

(x,y) e AxBiffr € Aand y € B

2. Another fact: v x (1 + p2) = (v X p1) + (v X pa)

v (un + pa)](A x B) = o(A) (1 + p12)(B)] = v(A) s (B) + pa(B)]
— WA (B) + <>u2<> (V><u1)(A><B)+(V><u1)(A><B)
= (v ) + (v x p2))(A

3. (av) x p=a(v x p)

4. While we generally avoid checking measurability in this text, the following shows that measurability
w.r.t. a product o-field on the range space follows from measurability of the component functions w.r.t.
the factor o-fields. Suppose f: Q@ — A; X Ay is any function. Define the projections m; : Ay X Ag — Ay,
(A1, A2 = A;, and the coordinate or component functions of f by fi(w) = (m o f)(w) = m(f(w)). So
we may write f in ordered pair notation by f(w) = (f1(w), fa(w)).

5. 8a X 0p = Oapy- (apr +buz) X p3 = a(p1 x p3) + b(uz x p3) for all a,b are nonnegative.

Theorem 1.3.5. Suppose f: Q — Ay x Ay where (2, F), (A1,G1) and (A2, G2) are measurable spaces. Then
f s measurable from (2, F) to (A1,G1) x (A2, Ga) iff each coordinate function f; is measurable (from (Q,F)
to (A, G;) fori=1,2.
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1.4 Densities and The Radon-Nikodym Theorem

1.4.1 Absolute Continuity and Singularity

(Billlingsley Section 32) Measures p and v on (2, F) are by definition mutually singular if they have disjoint
supports— that is, if there exist sets S, and S, such that

Q- = Q- v) =Y,

S, (1S, =0

In this case p is also said to be singular with respect to v and v singular with respect to pu. Note that
measures are automatically singular if one of them is identically 0.

A finite measure on R' with distribution function f is singular with respect to Lebesgue measure in the sense
of (1.2) if and only if f'(x) = 0 except on a set of Lebesgue measure 0. The latter condition was taken as
the definition of singularity, but of course it is the requirement of disjoint supports that can be generalized
from R! to an arbitrary Q.

The measure v is absolutely continuous w.r.t. p if for each A € F , u(4) =0 = v(A) = 0. In this case v
is also said to be dominated by p, and the relation is indicated by v <« p. If v < p and p < v, the measures
are are equivalent, indicated by v = p.

A finite measure on the line is by Billingsley Theorem 31.7 absolutely continuous in this sense with respect to
Lebesgue measure if and only if the corresponding distribution function f satisfies the Billingsley condition
(31.28). The latter condition, taken in Billingsley Section 31 as the definition of absolute continuity, is again
not the one that generalizes from R! to .

There is an € — § idea related to the definition of absolute continuity given above. Suppose that for every
€ there exists a ¢ such that v(A) < e if u(A) < §. If this condition holds, u(A) = 0 implies that v(A) < e
for all €, and so v < u. Suppose, on the other hand, that this condition fails and that v is finite. Then for
some € there exist sets A,, such that u(4,) <n=2 and v(4,) > e If A=limsupA,, then u(A) =0 by the

first Borel-Cantelli lemma (which applies to arbitrary measures), but v(A) > € > 0 which applies because
v is finite. Hence v <« v fails, and so v(A4) < e if pu(A) < ¢ follows if v is finite and v < p. If v is finite,
in order that v < pu is therefore necessary and sufficient that for every e there exist a satisfying v(A) < e
if 4(A) < §. This condition is not suitable as a definition, because it need not follow from v < 1 if v is infinite.

(D.D. Cox)

Logical statement Q(f), f is a function. Assume pu,v fixed and have a statement Q(f) : “f is a density of
vwrtp’, ie VA, v(4) = fA fdu, f > 0 eg. “f is the density for N(0,1) w.r.t. m” = Q(f) is true for

1 2
flz) = Wor exp (;), is false for f(z) = I(o,1)(x). Claim that if g is any other density for N(0,1) w.r.t.
™

1 2
m, then g(x) = Nors exp (;) m-a.e. More generally, if f is Q(f)=“f is a density of v w.r.t. u”’. If Q(f)
™

& Q(g), then f = g p-a.e. Provided p satisfies the condition of being o-finite.

Definition 1.4.1. Let p and v be measures on (2, F). We say v is absolutely continuous w.r.t. p and
write v < p iff for all A € F, u(A) = 0 implies v(A4) = 0. We sometimes say p dominates v, or that p is a
dominating measure for v. We say v and p are equivalent (and write v & p) iff both v < p and p < v.
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In words, v < p if the collection of p-null sets is a subcollection of the collection of v-null sets, i.e. v
“has more null sets than” p. If (Q,F, ) is a measure space and f : £ — [0,00) is Borel measurable, then
v(A) = [ fdu defines a measure v on the same measurable space (€2, F). It is easy to show that v < p. It
turns out that a converse is true also, provided p is o—finite.

Assume V [, fdp = [, gdp, f is unique here. e.g. A= {f > g}, [, fdu = [, fdu, [,(f — g)dp = 0 only if
fA gdp is finite. (f — g) is nonnegative on A. If an integral of a nonnegative function is 0, then the function
is 0 a.e. Thus, I4(f —g) =0 is p-a.e. Similarly, B={g > f}, Q=AUBU{g=f}. {9=f}*=AUBispu
measure 0 since f —g >0, I4 =0 p-a.e.

Using o-finiteness of y, we can eliminate the [, gdu < oo and [, fdp < oo
Counterexample: = 0o - m, u(A) = oo under m(A) = 0 density of p w.r.t. pis 2.

_ )0, ifm(A)=0
/AQdM = 2u4) = {oo, if m(A) >0

all so g(z) =1 is a density of this pu w.r.t. itself.

1.4.2 Basic Definition and Result

When does a measure v have a density w.r.t. p (o-finite)? Necessary condition: If u(A) = 0, then v(A) = 0.
If v(A) = [, fdu for some f, v(A) = [, fdu = 0since u(A) = 0. v is absolutely continuous (or is dominated
by) u iff measurable sets A, VA, u(4) =0 = v(A) =0

Theorem 1.4.1. (Radon-Nikodym Theorem): Let (Q,F, ) be a o-finite measure space and v < p.

Then there us a nonnegative Borel function f s.t. VA,fA fdu = v(A). Furthermore, f is unique p-a.e. if
v(A) = [ gdp for all A€ F, then g = f p-a.e.

The function f is called the Radon-Nikodym derivative or density of v w.r.t. u, and is often denoted
dv/dpu.

y(A) = /IAdy = /IAfdu — dv = fdu

If u = m is a Lebesgue measure, then f is called a Lebesgue density or a density of the continuous type. We
say a random variable X is a continuous random variable iff Law[X] has a Lebesgue density, and we refer
to this density at the density of X and will often write

_ dLaw[X]
T dm

_dv

fx(x) = @

() ()

Similarly, if X is a random n-vector and Law[X] <« m™, then we say X is a continuous random vector with
a similar notation for its Lebesgue density, which is sometimes also called a density of the continuous type.

We have
N S e

d
Notice how the du’s “cancel” on the r.h.s., that is, fA d—yd,u = fA 1dv = v(A) by du’s “cancel”. Also, the
m

Radon-Nikodym derivative is only determined p-a.e., i.e. we can change its value on a set of y-measure 0 and
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dv
not change the measure v defined by the density. A particular choice for the function o is called a wersion
m

d
of the Radon-Nikodym derivative. Two versions of d—y are equal p-a.e. Another way we will sometimes
indicate a Radon-Nikodym derivative is the following notation, i.e. [ ¢dv = [ ¢fdu is true for ¢ = I4 / true
for simple functions / true for general functions, [---dv = [--- fdu. That is, dv = fdu.

Example 1.4.1. Let Q = {aj,a2---} be a discrete set (finite of infinite), and let pu be a measure on
(Q,P(Q)). Put f(a) = u({a}), then we claim that du/d# = f, u < #, where # is counting measure on Q.
By definition of measure,

W) = 3 ulah) = 3 fla) = | sag
a;€EA a;€EA

In this context, it is sometimes said that f is a density of the discrete type for u. If u is a probability
measure, the density of the discrete type is also sometimes called the probability mass function (p.m.f.)
fn) = PIX = n] if du/d# = f exists. If a random variable has a distribution which is dominated by
counting measure, then it is called a discrete random variable.

Recall that a unit point mass measure at w is given by

5 (A) . 1, fweA;
¢ "~ 10, otherwise

Then a measure can be written as = > f(a;)d4,. The following example shows that point mass measures
i
can be useful components of dominating measures for distributions which arise in applied statistics.

Example 1.4.2. censored random variable: X = min{Y,C}, C is censoring time, Y ~ Exp()) is a

1
nonnegative random variable. e.g. Py has Lebesgue density fy (y|\) = 5, eXP (—%) Io,00)(y). PY > C] =

C
exp (—)\ = P[X =] =Px({C}) >0, but m({C}) =0, = Px € m, that is, there is no Lebesgue
measure for Px. Pyx doesn’t have Lebesgue density. But X does have a density w.r.t. the dominating

measure g = m+ d¢, dc(A) = 14(C).

fy(z), ife<C
_dLaw[X], = dPx, . C e
fx (@A) = an () = 0 (z) = eXp( A)’ ifz=0C
0, otherwise

That is, if z > C, then P[X < z] = 1. To verify this, we will show

) 0, ifx <0
Fx(z), c.df. of X = / Fx(2)du(z) = {1 —exp (—%) — Fy(z), if0<z<C
- 1, ifz>C

Fx(-) is given by formula Fx(z) = P[X < z] = P[X € (—o0,z]]. If x < C, then X =Y (not censored).
Thus, the r.hs. = P[Y < 2] = Fy ().

Now verify that integral gives same formula [“_ fx(z)du(z) = [*_ fx(2)dm(z) + [*_ fx(2)déc(z) (By
homework in 1.2)

Fy (x), if x < C (since fx(z) = fy(z) if z < O)

/_OOfX(Z)dm(Z): FY(C)Zl—eXP(—§>7 if # > C (since fx(z) =01if z > C)
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Note that fx(C) =0 in Lebesgue density.

. 0, ife<C
/m Fx(@)doc(z) = Teom(C)fx(C) = g (‘f) , ifz>C
Thus,
x Fy(x), ifz<C
d =
| ax@int {1’ o C
is a c.d.f.

Example 1.4.3. (An alternative example for Ezample 1.4.2): Suppose ar.v. X is obtained by measuring the
concentration of a chemical in water, but because of limitations of the measuring instrument, concentrations
less than some amount z( are reported as xg. Suppose Y is the true concentration, then we might think of
X as given by X = max{zo,Y}. Suppose Y has Lebesgue density

Frly) = {exp(y), ify>0

0, otherwise

Then X does not have a Lebesgue density because P[X = xg] = 1 — exp(—xg) but m({zo}) = 0, so we do
not have Law[X] < m. But X does have a density w.r.t. the measure y = m + d,, which is given by

exp(—x), if z > xo
dLaw|[X
fx(x) = L [ ](m) =q1—exp(—zg), ifz=uz
H .
0, otherwise

A useful consequence of Radon-Nikodym Theorem is that if f is Borel on (Q,F) an d [, fdu = 0 for ant
A€ F, then f =0 a.e.

If [ fdu=1foran f > 0is p-a.e., then v is a probability measure and f is its probability density function
w.r.t. p. For any probability measure P on (R¥, B¥) corresponding to a c.d.f. F or a random vector X, if P
has a p.d.f. f w.r.t. a measure u, then f is also called the p.d.f. of F or X w.r.t. u.

We said “X does have a density” when we really meant “Law[X] does have a density”. This is a common
abuse of terminology one sees in probability and statistics.

Example 1.4.4. Let F be a c.d.f. Assume that F is differentiable in the usual sense in calculus. Let f be
the derivative of F. From calculus, F(x) = ffoo f(y)dy. Let P be the probability measure corresponding to
F. Tt can be shown that P(A) = fX fdm for any A € B, where m is the Lebesgue measure on R. Hence, f
is the p.d.f. of P or F' w.r.t. Lebesgue measure. In this case, the Radon-Nikodym derivative is the same as
the usual derivative of F' in calculus.

A continuous c.d.f. may not have a p.d.f. w.r.t. Lebesgue measure. A necessary and sufficient condition
for a c.d.f. F having a p.d.f. w.r.t. Lebesgue measure is that F' is absolute continuous in the sense that
for any € > 0, there exists a § > 0 such that for each finite collection of disjoint bounded open intervals
(@i, b)), > (b; —a;) < 0 implies > [F(b;) — F'(a;)] < e. Absolute continuity is weaker than differentiability,
but is stronger than continuity. Thus, any discontinuous c.d.f. (such as a discrete c.d.f.) is not absolute
continuous. Note that every c.d.f. is differentiable a.e. Lebesgue measure (Chung Chapter 1). Hence, if f is
the p.d.f. of F w.r.t. Lebesgue measure, then f is the usual derivative of F' a.e. Lebesgue measure. In such
a case probabilities can be computed through integration. It can be shown that the uniform and exponential
c.d.f.’s are absolute continuous. A p.d.f. w.r.t. Lebesgue measure is called a Lebesgue p.d.f.
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1. Unif[0, 1], Lebesgue density f(z) = I(o,1)(%) = Ijp,11(z), m-a.e.

Proposition 1.4.2. Calculus with Radon-Nikodym derivatives: Let (2, F) be a measurable space with
measures [, V, V1, Vo, A. Assume p and \ are o-finite.

1. Ifv< pand f>0, thenffdusz(ili)du

Proof. The result is obviously true for indicators. Proceed to simple functions, then take limits using
the Monotone Convergence Theorem and Proposition 1.2.6. O

d(vy +12) % dvsy

2. If v1 < p, then vy +vo < p and = + —
du dp dp

, W-a.e.

Proof. Note that v + 5 is a measure. Now v; < p for ¢ = 1,2 implies v + v < u. If A € F then

v+ va(A) = v1(A) + 154 (the definition of v; + 1)
dVl dvs . dv;
—d
/ a du)
d d
= / &, du (linearity of the integral)
dp du
dl/ dV2
By uniqueness of the Radon-Nikodym derivative, the integrand m + m must be a version of
1 n
M, as required. O]
dp
d dv d d dp\
3. (Chain Rule): If v < p < A, then di dV d/; A-a.e. In particular, if p = v, then é = <d5>

(homework,)

Note. Part (1) of the this proposition is familiar in the context of probability and statistics in the following
way: if X is a continuous r.v. with Lebesgue density f and g is a Borel measurable function R — R,
then E[g(X)] = [, gdLaw[X] = [*_g()f(2)dz. Note that the first equality is the law of the unconscious
statistician (Theorem 1.2.8, change of variables).

Remark. 1. Statistical Models: We observe a random vector Y. Assume Py is in a family of distri-

butions for a random variable {Py : § € O}, O: parameter space. We could have a dominated family

dP,
iff there exists a o-finite p s.t. VP, Py < pu, then they have densities w.r.t. p denoted fy = d—e by
m

Radon-Nikodym theorem.

2. Likelihood: Densities as a functions of parameters are likelihoods. Observation y of Y, fo(y) =
L(9) = L(Aly) (for bayesian insight). Typically, we will assume something which is continuous and
differentiable in 6,

What about the different versions of a likelihood? What about dominating measure?
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Example 1.4.5. X ~ N(u,1)

1 _ 2
exp(—(xzu)), ife#24pu

It is also a version of Lebesgue density, but I cannot get the MLE. Here plug in a value z, f,(z) is maximized
at x — 2. Thus, typically there is a “regular” version of the density to use. When we start to talk about
asymptotic optimality of MLE, we need to have some assumption of natural likelihood like second derivative,
and we could not use these kinds of “crazy” densities.

P,

Remark. Change of dominated measure: Assume p < A, then Py < X\. Thus, L,(0) = %, Ly(9) =
1

dPy dPyd d

d—)\e = d—: ﬁ = L#(O)ﬁ. The second element does not depend on 6. It means that I only care about where

the maximum is located (L,(#)), I do not care about the “value” here (Lx(#)). Multiplying the likelihood

L(6) by some functions of z will not change inferences. When I plug in a x, 2 should be a positive constant.

For any realization of observations, we only multiply the likelihood by a constant and doesn’t change the
location of maximum. If I do a test on ratio of likelihood (LRT), it won’t change the ratio of likelihood.

1.4.3 Densities w.r.t. Product Measures

Proposition 1.4.3. Let (Q;, F;, 1), i = 1,2 be the o-finite measure spaces with v; < p;. Then vy X vg <

M(whw) = flwr,w2) = [dul(wl)] [dVQ(M)}, pi1 X fig-a.e.

X and
f d(pn X p2) dp dpa

Proof. Let A; € F;, then

(Vl X Vg)(Al X AQ) V1(A1)I/2(A2)

dv dv-
- / ! (o1 )dpis (1) / D2 o)z (con)
Aq H1
dl/l dl/g

dpy Ay Api2
= / / —(wl)d—(wg)dug (wa)dpy (wr) (by Fubini’s theorem)
Ay H2

Ay GH1
d1/1 ClI/Q

/Ql /92 IA1(w1)1A2(w)m(m)@(wg)dm(wz)dm(wl)

dUl dVQ

= [ a0 G ) 52 o) )
[ L @5 @) 52 wadln x o) en, )
= w)—(w1)—(w w1, W
A1 XAz i 1 djis 2)a{f1 X 2 1, W2
dl/l dVQ ..
= —(w1) —(w2)d(p1 x p2)(wy,ws) (by Fubini’s theorem)
AyxA, Qpa s dpo
By the uniqueness part of the Product Measure Theorem (Theorem 1.3.1), it follows that the measure
dl/1

v = | T

dI/Q

TIJQ(MQ)d(‘ul X pi2) (w1, w2)
defined on (24, F1, 1) X (Qa, Fa, o) is in fact v1 X vo. Now v < p1 X pz and by the uniqueness part of the
d(l/l X I/Q) dlll dl/g

_Nik h — = | === - -a.e.
Radon-Nikodym theorem, (i % m)(wl,wz) fwr,we) {dm (wl)} {dm (wg)], 1 X pia-a.e O
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Remark. The last result implies that if X; and X, are independent continuous random variables with
Lebesgue densities f; and fo, then the joint distribution of (X7, X5) is also continuous (i.e. Law[(X71, X2)] <
m?) and the joint density f w.r.t. m? is the product of the marginal densities, i.e. f(z1,22) = fi(z1)f2(12).
Of course, this remark (and the preceding Proposition) can be extended to more than two random variables
and two measures by induction. The converse of this remark is also true (Exercise 1.4.11, homework).

Example 1.4.6. If XY are independent random variables,then Pxy = Px X Py. Px < 1 and Py < us
then Pxy < H1 X o and fXY = fxfy

Under independence, we can construct the joint density w.r.t. the product of the dominating measures from
the marginal densities by simple multiplication. In general, there is no such nice relationship between the
joint and the marginal densities, but we can always recover the marginal densities from the joint density.

Proposition 1.4.4. Marginalization / Marginal density: Let (0, Fi,pi), © = 1,2 be the o-finite
measure spaces with v < py X po. Let w1 : Q1 x Qo — Qq be the coordinate projection (mapping) given by
m1 (w1, w2) = w1 and similarly for mo. Then v o 7r;1 < i and

d(vomt) B dv o w "
dul(wl)/gz 7d(/¢1 Xuz)( 1, w2)dpa(ws2)

Proof. When I have a measure on a space, the space is the domain of the measurable function. To another
space, function creates a new measure in its range space (induced measure). Note that v o 1 is a measure

d
on (21, F1). Our goal in this proof is to show that v; < 1, and then that dl = f1, pr-a.e. If py(4) =0,
H1

then the integral above is 0, so v;(A) = 0 and we have that v; < p;. Furthermore, since A € F; was
arbitrary, we can calculate the 1; measure of a set by integrating w.r.t. du; the function f; over the set.

1
— = f1, p-a.e.

Hence, by the uniqueness part of the Radon—Nikodym theorem, 7
H1

Now if A € Fy, then 717 *(A) = A x s is a rectangle set. Thus,
vor H(A) = v(rH(A)) = v(A x Q)

dv
= ——(wy,wq)d X w1, w
/A><Q2 d(pr x HZ)( 1, wa)d(p1 X po) (w1, w2)

dv
= — Fubini’s th
/A [/QZ A < ) (w1, wa)dps(ws) | duy(wy) (by Fubini’s theorem)

O

Example 1.4.7. XY are random variables, Pxy < (u1 X p2), dPxy = fxyd(u1 X p2). Then the marginal
density for X is fx(z) = [ fxvdua(y)

Example 1.4.8. Suppose p; = m and pz = # on {1,--- ,k} in a discrete set Q = {a1,a2, - }. fxy(x,y) =

_ 2 — )2
(33205((5))) exp —(3220;]) = Wj(b(x\,uj,ajz-) & 7

v

m(y) exp [— }7 fxy(@,j) = 7,

277‘72@) 27rJJ2

k
O, Z 7Tj =1.
j=1

J

k k
Find the marginal for X: [ fxy (z,y)dua(y) = 3 fxv(x,§) = > mj¢(x|pu;,07), a mixture normal density.
j=1 j=1
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k
Verify fxy is a probability density w.r.t. m X pa. [ fxyd(un x p2) = [0 3 mid(x|p;, 03 )dm(x) =
j=1
k
Z’I'ijgf)dm: Zl’frj = 1
j j=

Example 1.4.9. Continuing Example 1.4.2 Y3, .- Y, are iid. with Ezp(\), A > 0. Observa-

tions X; = min{Y;,C;}. The joint density of Xy,---, X, wrt. p = [[(m x d¢,) if fu(z1,---,2,) =
i=1

0 1 AT NG ) )
11 L\ exp (—i)} [eXp <—§)] = [1 ga(x:)* =% GA(C;)%, where gy ~ Exp()\)is Y densities, Gy (y) =
i=1 i=1

1= Galy) =B[Y >y, and
5 — 1, fy;,>C
L 0, else

1.4.4 Support of a Measure

Before introducing the next important concept from measure theory, we briefly review the topology of
Euclidean spaces. This is discussed at much greater length in Rudin’s book, Principles of Mathematical
Analysis. Let © € R™, then a neighborhood of z is any ball (or sphere) of positive radius € centered at x.
A ball of positive radius e centered at z is a set of the form

Bla,o) = {y € R : o — || < e}.

2

Here ||-|| denotes the Euclidean distance (norm) on R” given by ||z| = ||(z1,- - ,zn)| = V23, , 22

A set A C R™ is called open iff for every « € A, there is some € > 0 s.t. B(x,e) C A. A set C C R™ is called
closed iff it is the complement of an open set. One can show that a union of open sets is also open, and hence
that an intersection of closed sets is also closed. Also, the sets R™ and () are both open and closed. Thus,
any set D C R™ is contained in some closed set (namely R™), and the intersection of all closed sets which
contain D is also a closed set, namely the smallest closed set containing D. This set is called the closure of
D and denoted D. D is also given by the following

D= {lima, : 1, - , 2, - is a sequence of points in D for which the lim exists}
n n

Otherwise said, D is the set of limit points of D. Now we briefly explore a concept related to absolutely
continuity.

Definition 1.4.2. Suppose v is a measure on (R, 5,). The support of v is the set

supp(v) = {x € R" : v(B(z,¢€)) > 0 for all e > 0}

One can show that supp(v) is a closed set, and if v is a probability measure, then supp(v) is the smallest
closed set with probability 1.

Proposition 1.4.5. Suppose p and v are Borel measures on R™, p is o-finite, and v < p. Then supp(v) C S

W2y > 0}

where S = {z € supp(p) : d,u
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d
Proof. Let © € supp(v), then for any ¢ > 0 we have v(B(z,¢)) = fB(w 9 d—ydu > 0. In particular, the
<) dp,

d d
nonnegative function Ig, o (y) - & y) cannot be identically 0 on B(x,e€), i.e. & y) > 0 for some
(z,€) d d
m m

y € B(z,e€).

1 d
Now let A,, be the sequence of balls B <x, n) and y, € A, s.t. (d;) (yn) > 0. One checks that y, — x,
i.e. z is a limit point of S, so x € S, as asserted. O

Remark. v < p o-finite implies supp(v) C supp(ut). The converse is false, i.e. supp(v) C supp(u) does not
imply v < p. Also, we cannot in general claim supp(v) = S in Proposition 1.4.5. One does however have
the next result.

Proposition 1.4.6. Let U C R" be open. Suppose

1. p is LEbesgue measure restricted to U, i.e. u(B) =m(BNU) for all B € B,

2. vy

. dv )
3. the version of f = d—y s continuous on U
m

Then supp(v) = S where S = {x € U : f(z) > 0}

Proof. Now f is continuous on U and f(z) > 0 for some & € U implies there is a € > 0 s.t. f(y) > € for all
y in some neighborhood B(z,dp) of z. Hence, for = € S, we have for all § > 0 that

v(B(x,6)) > em" (B(x, min{d, 5 })).

Since the r.h.s. above is positive, it follows that S C supp(r). On the other hand, if € supp(v), then for
all § > 0,

0< /B @)

so in particular, for all § there is a y € B(z,6) with f(y) > 0 and we can find a sequence y,, € S with
yn — x. Thus, € S, and we have shown that supp(v) C S. Since S is the smallest closed set containing S
and supp(v) is a closed set containing S by the first part of the proof, it follows that supp(v) =S O

Example 1.4.10. Consider the exponential distribution with Lebesgue density

fla) = {exp(—x), ifx>0

0, otherwise

We cannot apply the previous proposition to this version of the density, but we can apply it to

fla) = {exp(—x), ifx>0

0, otherwise

which is another version (that agrees with the first version except on the set {0}, which has Lebesgue measure
0). In this second version, the density is positive on the open set (0, 00), and so the support is the closed set
[0, 00).
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1.5 Conditional Expectation

Kolmogorov, 1930 wrote a book for conditional probability for mathematician, we need it for Borel paradox
handouts.

First start with machine learning problem. Suppose Y : (Q, F,P) — (R, B) (tumor) is a random variable
and X : (Q,F,P) — (A,G) (image) is any random element. We want to predict Y using X. Knowing
the value of Y tells us something about the particular outcome w which occurred, and hence possibly also
something about the value of X, i.e. X (w). It is often of interest to find the “best predictor” or “estimator”
of X based on the observed value of Y . By “based on the observed value of Y 7, we mean this predictor
is a function of ¥ = h(X), . For mathematical convenience, we take “best” to mean “minimizes the mean
squared prediction error (MSPE),” which is defined to be

Criterion function: MSPE(h(X)) = E[(Y — h(X))Q]

, we use calculations of variations methods to find necessary conditions for h*(X), where h* is the optimal
predictor to minimize MSPE. How do we take derivatives w.r.t. h(X) and set to 0?7 Suppose we have

m(t; g(x)) = MSPE[(h"(X) + tg(X))]
= BI(Y — h*(X) — tg(X))?] = B[(Y = h"(X))*] = 2tB[g(X)(Y — h*(X))] + * E[g(X)?]

dm o _ Elg(X)(Y — h*(X))]
Set i 0, m(t) has its minimum at ¢ = Elg(X)7

arbitrary of X = E[g(X)(Y —h*(X))] =0, Vg(X) normal equations. Yg(X), E[g(X)h*(X)] = E[g(X)Y]
is a necessary condition for h*(X) to be optimal. Note that if X, Y both discrete, there are finite equations.
It suffices to hold for all indicators, i.e. VA C Range X is measurable, since indicators trivially have finite
second moments and also for simple functions by MCT (simple function approximation, etc.). If h*(X)
minimizes MSPE(h(X)), then VA C Range(X), E[la(X)h*(X)] = E[I4a(X)Y]. This follows by taking a
sequence of simple functions on R converging to h. Note that [4(X) — Ix-1(4)(w) and Y~1(A) is a generic
element of 0(X). Now E[I4(X)h*(X)] = E[Ia(X)Y] = E[Ich*(X)] = E[IcY],VC € o(X) provides us
with a possibly useful characterization of the “best” predictor of Y which is a function of X, we call this h*(X)
the conditional expectation E[Y|X] defined by measurability and satisfying E[I4(X)h*(X)] = E[I4(X)Y].

= 0 since h*(X) is optimal. Now g function is

P(ANB
Example 1.5.1. Elementary conditional probability: P(A|B) = w, A,B C Q. Define P[A|X] =
E[I4|X], what is P[A|Ig]? Derive by joint distribution of (I4,Ig) two indicator (bernoulli variable). Note
that we use measure and event notation here. Pr, 7, = P(AN B)d(1 1) +P(AN B°)d1,0) +P(A° N B)do,1) +

P(Ac N BC)5(070)

Joint density w.r.t. (u1 X p2), u1 = g2 = counting measure on {0,1} = dg + &;

Jratp (x,y) =

Marginal density for indicator Ip
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P(A|B), ifex=1&y =1
B frars(z,y) B P(A¢|B), ifx=1&y =0
fIA|IB(y|l')_ fIB(x) - IP(A|BC), 1fx:0&y:1

P(A€|B¢), ifz=0&y=0

Thus, B{IalT5] = [ 14110 W1I5)dua(y) = 0+ 11 O15) + 1+ fryy1, (Uls) = P(AIB)Ip + P(A|B) I

Example 1.5.2. mixture model: joint density w.r.t. m X p, p is a counting measure. fxy(z,y) =

b o2 R _ m(|pg,0f) B
;W@(x\ﬂuffi)f{i}(y) = Ty (| 1y, y) fx(z) = 21 B[, z) fY|X(.7|~T) = W =PlY =

j|X = z]. We have data and given a new observation X = z, P[Y = j|X = z] to predict the classes of this
new observation. It is useful for prediction, and similar to the clustering and unsupervised learning (because

we don’t know what y is.)

Remark. (Other conditional expectation notation:) E[Y|X] is a random variable h(z) satisfying VA C
Range(X), E[Ia(x)h(z)] = E[Ia(X)Y]. h: Range(X) — R, h(z) = E[Y|X = z] as a function of z. Note
E[Y|X] = E[Y|X = z] why? see 1.5.1

Conditional distribution: In the previous framework, fy | x(y|z) = f)}y((x)y) Define a family of probability
X \T

measures on Range(Y): Py|x(Alz) = E[I4(Y)|X = z]. If we ﬁx x, Py x(-|r) is a probability measure on

Range(Y'). Further, E[g(X,Y)|X = 2] = [ g(z,y)fy|x (y|z)du2(y) = [ 9(z,y)dPy x (y|z).

1.5.1 Characterization of Measurable Transformations of a Random Element

Recall that we wanted E[Y|X] to be a function of X satisfying other conditions (namely (E[lch*(X)] =
E[IcY],VC € 0(X)). The next result is a very useful characterization of the class of r.v.’s which are functions
of X.

Theorem 1.5.1. Suppose X : (2, F) — (A, G) is a random variable and Z : (Q, F) — (R",B,,). Then Z is
o(X)-measurable iff there is a Borel finction h : (A,G) — (R™, B,,) such that Z = h(X)

Remark. To say “Z is o(X)-measurable ” means Z : (0, F) — (R",B,), i.e. 0(Z) = Z7Y(B,) C o(X).
Note that o(X) is a sub-o—field of F. The theorem may be summarized pictorially as follows:

h exists iff 0(Z) C o(X)
2 (R, By)

—

(€, F)

(A,9)

Proof. Assume that 0(Z) C o(X) and we will show the existence of such an h. Also, assume for now n = 1.
We proceed in steps, as usual.

1. If Z is a simple function Z a;l4,, where the sets A; are disjoint and coefficient a; are distinct and
=1

nonzero, i.e. aZ # aj, if ¢ ;é j. Then A; = Z71({a;}) € o(Z) and hence also A; € o(X),i <i < m,

ie. A; = X~1(C;) for some C; € G since all 4; € cr(X) are of this form by definition of o(X). Put

h = > ailc,. Then h(X(w)) = > ailc,(X(w)) = Z ailx—1(c,(w) = Z a;l4,(w). This completes
=1 i—1

the proof if Z is a simple function.
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2. If Z is not simple, then there exist simple functions Z, such that Z,(w) — Z(w), Vw € Q by simple
function approximation. By step 1, each Z, = ¢,(Y) for some g, : (A,G) — (R*,B,). Now put
L={X€A:limg,()) exists }. Let h,, = g,I1. Clearly there is a function h = lim h,, (since if A € L
then h,(\) = g»(\)) and the sequence of real numbers g, (A) has a limit by definition of L, and if A ¢ L
then g, (A) = 0, which has the limit 0 as n — c0), and h is measurable by Proposition 1.2.1 (c).

We will show Z(w) = h(X(w)) YVw € Q. Note that X(w) € L because g(X(w)) = Z,(w) — Z(w).
By definition of h,, h,(X(w)) = gn(X(w)) = Z(w), but h,(X(w)) = h(X(w)) by definition of h, so
Z(w) = h(X(w)). This finishes Step 2.

3. Finally, to remove the restriction n = 1, use the result for n = 1 on each component of Z = (Z1,--- , Z,)
and apply Theorem 1.3.5 to conclude that Z is o(Y) measurable when each component is o(X) mea-
surable. To prove the converse, assuming Z = h(X) = h o X for some h : (A,G) — (R",B,), we
have Z7}(B) = (ho X)"Y(B) = X"Y(h=Y(B)). If B € B,, then h™1(B) € G, so it follows that
X~1(h=Y(B)) € o(X). This shows o(Z) C o(X).

O

The function h in E[Y|X] = ho X is a Borel function on (A,G). Let z € A, E[Y|X = z] = h(x) is a function
on A, whereas E[Y|X]| = ho X is a function on .

1.5.2 Formal Definition of Conditional Expectation

We have shown that E[Ich*(X)] = E[I¢Y],VC € o(X) is necessary for h* to be the “optimal” predictor of
Y based on X . One can show that it is also sufficient. Realizing that E[Ich*(X)] = E[IcY],VC € o(X)
characterizes the “optimal” such predictor when Y has finite second moment allows us to generalize this
notion of “optimal” predictor when X has only first moment. Also, notice that it only depends on the
o-field o(Y), so we can generalize the definition of conditional expectation to the situation where the given
“information” is in the form of a o-field (which may not often be the case in practical applications).

Definition 1.5.1. Let Y be an integrable r.v. on (Q, F,P) — (R, B).
1. Suppose G be a sub-o-field of F. The conditional expectation of ¥ given G denoted by E[Y|G] is the
a.s.-unique r.v. satisfying:

(a) E[Y|G] is G-measurable from (2,G) — (R, B)
(b) [LE[Y|GldP = [,YdP for any A€ G

2. Let B € F. The conditional probability of B given G is defined to be P[B|G] = E[Ig|]]
3. Let X be measurable random element on (€2, F), then E[Y|X] = E[Y|o(X)]

Remark. 1. Note that E[Y|G] is a r.v., i.e. a mapping from (2, F) — (R, B). Thus, E[Y|G](w) € R for
each w € Q.

2. Since E[|Y|] < oo, we also have E[|[I4Y|] < oo for all A € G. So the r.h.s. of 1-(b) is defined and is a
finite real number.

3. From a probabilistic point of view, one can say that o(X) “contains the information in X” useful for
prediction of any r.v. Y. Note that from the observed value X (w) one can only determine whether or
not we Aif A€ o(X)
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Theorem 1.5.2. (Existence and uniqueness of conditional expectation) Suppose Y is real valued and
E[|Y]] < oo, then h(X) = E[Y|X] iff h is Borel and YA C Range(X) and A is measurable, normal equation
E[IA(X)h(X)] = E[Ia(X)Y]. There exists an essentially unique h(X) satisfying the previous condition.
(that is, satisfying Definition 1.5.1)

Before we prove the Theorem 1.5.2, we need the following definition for conditional distribution (and it will
be used again later.) This definition requires too much details here and not so easily to be violated and find
out a counterexample.

Definition 1.5.2. Let Y : (Q, F,P) — (A1,G1) and X : (Q, F,P) — (A2, G2) be random elements. A family
of conditional distribution for ¥ given X = z is a function Py |x : Gi x A — [0, 1] satisfying

1. For all 2 € Ay, the range of X, Py |x(-|r) is a probability measure on (A1, G1)
2. For all A C Gy, the range of Y, Py|x(A|r) is a is a version of P[Y € A|X =] = E[Io(Y)|X = 2]

When such a Py|x(A|z) exists, we shall write it as Py |x (A|X = z).

Proof. Proof of Theorem 1.5.2: The goals are to show that 3h : Range(X) — R s.t. V measurable

A C Range(X), E[Ia(X)h(X)] = E[Ia(X)Y]. First assume Y > 0, define a measure v on (2, F) by
d

A) = [,YdP = E[I1,Y]. Then v is a measure on Q with density ¥ w.r.t. P. That is, » < P and # =Y

almost surely. Here note that we will get a function from range of X to the real number, Y is from underlying
probability space to real number.

E[Y|X = ]
(A, ) > (R, B)

x/}ﬂﬁf

(2, F)

First, suppose A C Range(X), we have Px(4) = 0 = P[X1(A). vo X }4) = fX*l(A) YdP =
JIA(X)YdP = 0. Thus, VoX’l(A) = 0. We can check the claim that the induced measure is dominated by
the distribution of X ((voX—1 ) << Px). Therefore the R—N derivative exists that 3h s.t. hd(voX ') = hdPx.
Now E[I4(X) = [Ia(z)h(x)dPx(x) = [Ia(z)h(x)d(v o X ') (z) = [Ix-1(aydv = [Ix-1(4)YdP =
JIA(X)YdP = E[IA( )Y]. So h( )= [Y\X

For general Y, we apply another version below. Let 1y and Py denote the restrictions of v and P to G, i.e.
vo is the measure on (2,G) given by v9(A) = v(A) for all A € G. Then we still have vy < Py, but not

necessarily that ﬁ =Y since Y is not necessarily G-measurable, i.e. we may not have o(Y') C G. However,
0

d
by the Radon-Nikodym theorem (note that Py is trivially o—finite) we have that there is ar.v. h*(X) = 70

dP,’
dPg-a.s. such that h*(X) is G-measurable (i.e. property (i) of the definition holds) and
vo(A) = / K (X)dPy,VA € G
A
Since vo(A) = v(A) = [, h*(X)dP, we have

/YdIF’:/ h*(X)dPy,YA € G (1.3)
A A
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Now we claim that for any r.v. W on (Q,G,Py), [ WdP, = [ WdP. (Note that W is automatically a r.v. on
(Q, F,P).) This is certainly true if W is an indicator by definition of Py, and then it follows immediately for
simple functions by linearity of integrals. For W > 0, consider a sequence of G-measurable simple functions
0 < ¢, T W as in Proposition 1.2.6 and apply MCT. Finally, the general case (which we do not actually
need here) follows from linearity and the decomposition of W into its positive and negative parts.

Hence, from (1.3) we have

/Yd]P’:/ h*(X)dP,VA € G
A A

which is Definition 1.5.1-1(b).

d
If #’(X) is any other r.v. satisfying 1.5.1-1 (a) and (b), then A/(X) = ﬁ = h*(X), Pp-a.s. by the essential
0
uniqueness of Radon-Nikodym derivatives. Note that Py-a.s. implies P-a.s. since a Pg-null set is just a P-null

set which happens to belong to G.

If we drop the restriction that Y > 0 but require E[|Y|] < oo, then apply the previous argument to Y, and
Y_ to obtain essentially unique r.v.’s h% (X) and h* (X)) which are G-measurable and satisfy

/Y+d]P’:/ hi(X)dP,/ Y_dIP’:/ h* (X)dP,VA € G
A A A A

We claim A% (X) and h* (X) are both finite a.s. so that the r.v. h*(X) = h% (X) and h* (X) is defined a.s.
(i.e. it can be of the form oo — oo only on a null set, and we may define it arbitrarily there). Now Y, and
Y_ are both finite a.s., and if say A = [h* (X) = oo] satisfied P(A) > 0, then since A = Z~!({o0}) € G,
S, Y4dP = [, b (X)dP = co. However, since X is integrable, [, Y.dP < [, h% (X)dP < oo, a contradiction.
This establishes the claim for h% (X) and the claim that h* (X) < oo a.s. follows similarly.

Verification of properties (a) and (b) is easy. If h'(X) is any other r.v. satisfying (a) and (b), then let
D =h*(X)— h(X) . Then D is G-measurable, so A =[D > 0] is in G. Since both h*(X) and h'(X) satisfy
(b)

/QIADdIP’:/Ah*(X)d]P’—/Ah’(X)dIP’:/AYd]P’—/AYd]P’:O

However, I4D is a nonnegative function, so by Proposition 1.2.4-5, I4D = 0 a.s. A similar argument shows
I4eD =0, a.s., and hence h*(X) = h/(X), a.s., which completes the proof. O

Remark. “Essentially unique” can always change h(X) = E[Y|X] on sets of probability P 0, and can change
h(z) = E[Y|X = z] on a set of Px measure 0. Similarly, conditional probability Py x(-|z) can be changed
on a set of x values having Px measure 0.

Let X : (Q,F,P) — (A, G) be any random elements, and let X be an integrable r.v. E[Y|X](w),w € Qisar.v.
on  which is o(X )-measurable by definition. Hence, by Theorem 1.5.1, there is a function  : (A, G) — (R, B)
such that h(X (w)) = (ho X )(w). Furthermore, this function is Law[X]-essentially unique in the sense that for
some other i’ : (A,G) — (R, B) implies that b’ = h Law[X]-a.s., i.e. P[h(X)—h'(X)] =1. Any such version
is defined to be the conditional expectation of Y given X = z, and denoted E[Y|X = z] = h(x),x € A. The
following picture may help the student keep matters clear:
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E[Y|X =]
(A, 9) > (R, B)

x/Eﬁ‘

(€, F)

The notations here are very confusing for many students, so we will try to explain some of the subtleties.
One difficulty is that E[Y|X = z] is a function of z € A in our setup, and the argument of the function x
does not appear in a convenient place. Indeed, in the defining equation above E[Y|X = z] = h(x) where
h is the function such that F[Y|X = z] = h(x), if we substitute the random object X for x we obtain the
seemingly nonsensical “E[Y|X = X] = E[Y|X]” The following may be a little clearer:

EY|X](w) = BV |X = X(w)] (1.4)
The argument of the function E[Y|X = ‘] is whatever appears on the r.h.s. of the equals sign “=" after
the conditioning bar “|”. We do not call E[Y'|X = -] a random variable in general since it is not a function

defined on the underlying probability space (€, F,P), although it is a function on the probability space
(A, G, Law[X]), so technically we could call it a random variable.

1.5.3 Examples of Conditional Expectations.

The definition of E[XY'|G] is very unsatisfactory from an intuitive point of view, although it turns out to be
very convenient from a formal mathematical point of view. In order to make it more appealing intuitively, we
shall verify that it gives the “right answer” in a number of circumstances with which the student is already
familiar.

Example 1.5.3. Suppose Aq,---, A, are events which partition Q (i.e. the A; are mutually exclusive and
n n

Q= |J Ai). Suppose P(A;) > 0 for each i and aq,asz,--- an are distinct real numbers. Let X = > a;]4,
= i=1

=
be a simple r.v. If Y is an integrable r.v., then

", YdP
EY|X] =) fg(m

i=1 v

IAl,a.s.

Consider the elementary case n = 2 and Y = Ig for some event B. Write A = A; and A° = A,. The values
of a1 and as are irrelevant, as long as they are distinct, since any such X contains the same “information”,
namely the o-field o(X) = {0, A, A°,Q}. We may take X = I, for simplicity. Then, according to the
previous equation,

_fAIBdP fACIBd]P’

FElY|X]| = P|B|X]| = 1 T4c,a.s.

YIX] = PIBIX) = S4B L A T s
That is, almost surely

W, ifweA

P[B|X](w) = P(AcmB)

W7 if w S A°

P(AnB) . s
Note that for w € A, P[B|I4](w) = P[B|4] = “P(A) with probability 1, where P[B|A] denotes the

“classical” or “elementary” conditional probability of B given A. Similarly, for w € A°, P[B|l4](w) =
P[B|A¢] a.s. Thus, we have P[B|I4] = P[B|A]l4 + P[B|A¢|I4.. Note that we have mixed meanings for
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conditional probability in the last display. The l.h.s. is the “sophisticated” type of conditional probability
defined in Definition 1.5.1, whereas both conditional probabilities on the r.h.s. are of the elementary variety.
It will always be clear when we intend elementary conditional probability (which is a fixed number) rather
than our more sophisticated kind (which is a random variable) since the second member of the conditional
probability operator will be a set in the case of elementary conditional probability but will be a random
variable or a o-field for the more sophisticated variety.

We may also express in terms of the “other” kind of conditional expectation. The reader should be able to

[y, YdP
check that E[Y|X = z] = Z

=1 ml{ab}(x)’ Law[X]-a.s.

Proof. Let Z denote the proposed E[Y|X]. Since A; = X~ 1({a;}), it follows that Z is o(X)-measurable.
In fact, one can show that o(X) is the collection of all unions of the A;. For instance, if B € B, then
X YB)= U A; Hence,if A€ o(X),say A= X"1(B) for B € B, then

{i:a,;EB}
/YdP:/ YdP = / Y dP
A X-1(B)

(w;)dP(w1)

/ zdP= Y / Z—IA_,»(W)d]P(W)

{i:a;€B} 1] 1

(w;)dP(wy)
- 3 T [ e

{t:a;€B} j=1 i

{i:a;€B}

Now,

Note in the last expression that when i is fixes in the outer summation, then [ A, I 4,dP is nonzero only when
j =1 since otherwise A; and A; are disjoint. If ¢ = j then this integral is P(A; ) Hence,

/AZdIP’: > MAiIAi( )dP / Y dP

i:a;€EB
These shows the Definition 1.5.1-1 (a) and (b). One virtue of the abstract definition of conditional expectation
is that it allows us to make sense of P[B|Y] even when P[Y = y| = 0 for any single value y. The next result
makes this clearer. O

ita; €B

Proposition 1.5.3. Suppose X : (Q,F,P) — (A1,G1) and Y : (Q,F,P) = (As,Gs) be random elements
and p; is a o-finite measure on (A;,G;) for i = 1,2 s.t. Law[X,Y] < p1 X pe. Let f(x,y) denote the
corresponding joint density. Let g(x,y) be any Borel function Ay X As — R s.t, E[g(X,Y)] < co. Then

Ja, 9, 9) F(X, y)dpa(y)
o, F(Xy)dpa(y)
Remark. Note that the denominator is fx (X), which is the marginal density of X w.r.t. u1. Pxy < 1 X 2,

w1 on Range(X), us on Range(Y), fxy(z,y)d(p1 X p2)(z,y) = dPxy(z,y) is the joint (Lebesgue) density.
Define the conditional density of Y given X by

Elg(X,Y)|X] =

,@.8.

fxy(@y)
frixla) =14 fx(z) ’ if fx(z) >0
0, otherwise
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where fx(z) = [ fxy (z,y)dua(y).

Note that for fixed x this is a density w.r.t. uo for a probability measure on Ay, where X is a random element
taking values in Ay. Proposition 1.5.3 may be rewritten as

Elg(X,Y)|X] = / 9(Xy) iy x (0] X)dpa(v)

Elg(X,Y)|X = a] = / o2 9) frix (vl)dpa(y)

Proof. Tt follows from Fubini’s theorem that both of the functions fA2 g(z,y) f(x,y)dua(y) and fA (z,y)dua(y)
are measurable functions of z, and the second is positive Law[X]-a.s. (the set of x values where it is 0 has
Law[X] measure 0). If we define h(z) to be the quotient of the first over the second (i.e. A(X) is the function
of X on the r.h.s. of Proposition 1.5.3), then h(z) is defined Law[Y]-a.s. and is measurable from A; — R.
As the r.h.s. of Proposition 1.5.3 equals h(X) = ho X) , it follows that the r.h.s. is (X )-measurable. This
is property 1 of Definition 1.5.1.

Next we check the second property of Definition 1.5.1. Let B € B,, so X }(B) is a generic element of o(X).
Then

/X_l(B) h(X)dIP’:/Bh(x)dPx(ir)zéh(x)fx(x)dﬂl(x)

_ / J9(@,y)f (@, y)dpa(y)
B fx(x)

- / o 9) (@ 9 X pu2)(@,y) = / 9(X,Y)dP
Ao x B X-1(B)

Fx (@) (2 // 9w, y) f (@, y)dpa(y)dpur (2)

We need that the normal equation holds. Take A C Range(X),
EULA@h(z)] = [ La(e)h(o)fx (@)dp (z)
-/ / 90 ) fy () dpay) | S (@) Ta(@)dpn (2)
— [ [ 1a@g(e. ) frix 0l s @dpr)daly) - (by Fuin)

where fy|x(y|z)fx(x) = fxy(v,y) is joint density , juy X pp-a.e. Since N = {(z,y) : fx(x) = 0} satis-
fies Pxy(N) =0, [Infxyvd(p X p2) = [Infxdpy = 0. If we are looking the set {(z,y) : fxv(z,y) >

0& fx (x) = 0} is asubset of N, Pxy ({(x,y) : fxy(x,y) > 0&fx(x) =0}) =0. [ [La(x)g(z,y) fy|x Wlz) fx(@)dp (z)dps(y) =
E[I4(x)g(X,Y)] similar to integrate h(X) previously defined. Thus, normal equation for h(z) as given.

1.5.4 Conditional Distributions

We now consider conditional distributions in general cases where we may not have any p.d.f. Let X and Y be
two random vectors defined on a common probability space. It is reasonable to consider P[Y ~!(B)|X = z]
as a candidate for the conditional distribution of Y, given X = x, where B is any Borel set. However, since
conditional probability is defined almost surely, for any fixed z,P[Y ~!(B)|X = z] may not be a probability
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measure. The first part of the following theorem (whose proof can be found in Billingsley (1986, pp. 460-
461)) shows that there exists a version of conditional probability such that P[Y ~1(B)|X = x] is a probability
measure for any fixed x.

We need to recall this definition to proof the following

Definition 1.5.3. Let X : (Q, F,P) — (A1,G1) and Y : (Q, F,P) — (A2, G2) be random elements. A family
of conditional distribution for X given ¥ =y is a function Py x : G1 x A — [0, 1] satisfying

1. For all € Ay, the range of X, Py |x(-|r) is a probability measure on (A1, G1)
2. For all A C Gy, the range of Y, Py|x(A|z) is a is a version of P[Y € A|X =] = E[Io(Y)|X = 2]

When such a Py |x(Alx) exists, we shall write it as Py |x(A|X = z).

Proposition 1.5.4. Suppose that the assumptions of Proposition 1.5.3 hold. Then we have

1. the family of regular conditional distributions Law[Y|X = z] exists
2. Law[Y|X = z] < pz for Law[X]|—-almost all values of
3. the Radon-Nikodym derivatives are given by

dLaw[Y|X = z]

= 2 - a.e.
i (z) fY|X(y|~T)aN1 X [ a.e.,

where fy|x (y|x) is the conditional density given in Proposition 1.5.3.

Proof. For all B € G,

PIY € BIX = 1] = / L5 (9) fy 1x (vl) dpa(9)

This verifies (i) of Definition 1.5.2. Condition (ii) of the definition follows since fy|x(y|x) is a proba-
bility density w.r.t. dus(y) for each fixed 2 € Ay, ie. fyx(ylr) > 0 for all x and y, and for all y,

I fyix(ylz)dpa(y) = 1. O

Remark. The reader may find the definition and previous result very puzzling. After all, is it not obvious
that conditional probability distributions exist? The answer is, “No,” but it is also not obvious why they
should not automatically exist. To explain, suppose (2, F,P) is a probability space and G is a sub-o-field
of F. Then for each event A € F, the conditional probability P[A|G] = E[I4|G] is an almost surely uniquely
defined r.v. Fix w € Q. Does it follow that P[A|G](w) is a probability measure when considered as a function
of the event A? Given that P[A|G](-) may be modified arbitrarily on P-null sets (as long as it is done in a
G-measurable way), clearly we may not use any version of the family of r.v.’s { P[4|G](:) : A € F} and obtain
a family of probability measures {P[-|G](w) : w € Q}. In general, such versions of P[A|G](-) may not exist.
Like a number of issues in measure theory, (e.g. the existence of subsets of R which are not Borel measurable)
the nonexistence of conditional probability distributions is a technical detail which is of little importance in
statistics. The next theorem shows that conditional distributions exist for the settings we shall encounter in
this book. For further discussion of the difficulties involved with obtaining a family of conditional probability
distributions (including counterexamples wherein they don’t exist), see Ash or Brieman. Exercise 33.13, p.
464 of Billingsley provides a specific example.

Theorem 1.5.5. 1. (Existence of conditional distribution): Let Y be a random n-vector on a probability
space (2, F,P) and A be a sub-o-field of F. Then there exists a function P(B,w) on B, x  such that
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(a) P(B,w) = P[Y~YB)|A] a.s. for any fived B € B,

(b) P(-,w) is a probability measure on (R™,B,,) for any fized w € Q
Let Y be measurable from Q,F,IP) — (A,G). Then there exists a family Py|x(B|x) such that
(a) Py|x(Blz) = P[Y ! (B)|X =] a.s. Px for any fized B € B,

(b) Py|x(:|z) is a probability measure on (R™,B,,) for any fived y € A

Furthermore, if E[g(X,Y)] < oo with a Borel function g, then

Elg(X,Y)|X =z] = E[g(z,Y)| X = z] :/ g(z,y)dPy | x (y|x) a.s. Px

n

(Two stage experiment theorem): Let (A,G,P1) be a probability space. Suppose that Py is a
function from B, x A — R and satisfies

(a) Py(x,-) is a probability measure on (R™, B,,) for any x € A
(b) Po(-, A) is Borel for A € B,

There is a unique probability measure P on (R™ x A,0(B, x G)) s.t. for A € B, and B € G,
P(A x B) = [ Py(x, A)dPyi(x). Furthermore, if (A,G) = (R™,B™), and X (x,y) = x and Y (x,y) =
y define the coordinate random wvectors, then Px = Py, Py|x(z|-) = Ps(x,-), and the probability
measure above is the joint distribution of (X,Y), which has the following joint c.d.f. F(z,y) =
Ji—sey Prix((=50,)|2)dPx (2), o € BY,y € B™

The proof of this theorem may be found in Breiman. It also follows from Theorems 33.3, p. 460, and
Theorem 34.5, p. 471 of Billingsley. Comparison of Proposition 1.5.5 and Theorem 1.5.6 demonstrates the
usual situation in statistics: in spite of the difficulty of proving a general result like Theorem 1.5.6, with a
few more “concrete” assumptions as in Proposition 1.5.5, one can “barehandedly” construct the conditional
distribution.

Remark. 1. Now we rewrite the previous Theorem 1.5.5-2 and outline the usual procedure for rigorously

“deriving” a conditional distribution. One typically has a “candidate” for the conditional distribution
Py|x , and it is necessary to verify that it satisfies the defining properties. The “candidate” comes
from previous experience with elementary conditional probabilities or conditional densities, or from
intuition. A candidate for Py |x must be a function of the form p(x, A) where A varies over measurable
sets in the range of Y and x varies over elements in the range of X . Then there are basically three
conditions that must be verified:

(a) Va € A, p(x,-) is a probability measure on (A1,G1)

(b) VA € Gy, p(-, A) is Borel measurable (As, Go) — (R, B) for each fixed B € B,

(c) VBe Gy and VA € Gy, P[Y € B&X € Al = [, p(x, A)dLaw[X](z).
Now condition (a) here is simply a restatement of condition 2 in Definition 1.5.2, and conditions (b)
and (c) together amount to condition 1 in Definition 1.5.2. Note that (b) means that p(X, A) is a 0(X)
measurable r.v. as required in item 1 of the definition of Definition 1.5.1. We will show that (c) here

is simply a restatement of the integral condition in item 2 of Definition 1.5.1. Now according to that
condition in Definition 1.5.1, we should have

VB € G, /{YGB] (X (w), A)dP(w) = /[YEB] Tixen (w)dP(w)
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To explain, [X € A], which is another way of denoting {w € Q : X(w) € A} = X~'(A) is a generic
element of o(X). Also, recall that P[C|G] = E[I¢|G], so we use an indicator for Y in Definition 1.5.1.
Now

/[Y ,,Tixea@ap) = [ tvenlixen@dP@) = [ Tvenpixen(@)iP)
S
= P[Y € B&X € 4]

Also, by the change of variables,

/ P(X(w), A)dP(w) = / pla, A)dLaw[X](x)
[XeA] A

This completes the verification that (3) here is the same as condition 2 in Definition 1.5.1.

Condition (a) here is usually easy to check. We generally regard condition (b) as automatic — any
function p(z, A) that you can “write down” (e.g. as a formula in z) is measurable. So, any difficulties
usually come in verification of condition (c).

2. Note that y is the only variable of integration in Theorem 1.5.5-1(b), and both sides are functions of
2. This should be clear because y occupies the site in the function where the measurable set would
go when evaluating its measure. The notation is not entirely desirable, and it is perhaps preferable to
write

E[h(X.Y)|X = 2] = h(z.y) Py x (44| X = 2)

This makes clearer the variable of integration, and it is more consistent perhaps that a “differential
set” dy should occupy the set argument than a regular variable. However, putting the d in front of the
measure is much more convenient for the mnemonics of Radon-Nikodym derivatives, which is why we
chose this convention. We shall use the convention as the above equation for clarity on occasion.

For a fixed x, Py|x—; = Py|x—g(z|-) is called the conditional distribution of ¥ given X = 2. Under the
conditions in Theorem 1.5.5-1, if X is a random m-vector and (X,Y") has a p.d.f. w.r.t. g X pa (p1 and po
are o-finite measures on (R", B,,) and (R™, B™), respectively), then fy x(y|r) is the p.d.f. of Py x—_, w.r.t.
w1 for any fixed x.

The second part of Theorem 1.5.5-1 states that given a distribution on one space and a collection of condi-
tional distributions (which are conditioned on values of the first space) on another space, we can construct
a joint distribution in the product space. It is sometimes called the “two-stage experiment theorem” for the
following reason. If X € R” is selected in stage 1 of an experiment according to its marginal distribution
Px = Py, and Y is chosen afterward according to a distribution P (z,-), then the combined two-stage ex-
periment produces a jointly distributed pair (X,Y") with distribution P(X,Y) and P(Y|X = z) = Pi(x, ).
This provides a way of generating dependent random variables. The following is an example.

Example 1.5.4. A market survey is conducted to study whether a new product is preferred over the product
currently available in the market (old product). The survey is conducted by mail. Questionnaires are sent
along with the sample products (both new and old) to N customers randomly selected from a population,
where N is a positive integer. Each customer is asked to fill out the questionnaire and return it. Responses
from customers are either 1 (new is better than old) or 0 (otherwise). Some customers, however, do not return
the questionnaires. Let Y be the number of ones in the returned questionnaires. What is the distribution of
Y?

If every customer returns the questionnaire, then (from elementary probability) ¥ has the binomial distri-
bution Bi(p, N) (assuming that the population is large enough so that customers respond independently),
where p € (0,1) is the overall rate of customers who prefer the new product. Now, let X be the number of
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customers who respond. Then X is random. Suppose that customers respond independently with the same
probability = € (0,1). Then Py is the binomial distribution Bi(w, N). Given X = z (an integer between 0
and N), Py|x—, is the binomial distribution Bi(p,) if x > 1 and the point mass at 0 if y = 0. Binomial
distributions have p.d.f.’s w.r.t. counting measure, we obtain that the joint c.d.f. of (X,Y) is

Fe.p) = Y- Prixen((-oc.) () ) ot - )
k=0

k=0 j

forx =0,1,--- ,y, and y = 0,1,--- , N. The marginal c.d.f. Fy(y) = F(co,y) = F(N,y). The p.d.f. of Y
w.r.t. counting measure is

x

frw=3 (S)py(l - (],f) (1 — m)N

k=y

(e 2 () (65565

k=y

= (V)

is the binomial distribution of Bi(mp, N)

1.5.5 Results on Conditional Expectation

Theorem 1.5.6. Let X, Y, Yy, and Ys be integrable r.v.’s on (Q, F,P), and let G be a fized sub-o—field of
F.

1. (Conditional expectation of constant r.v.): If Y =k a.s. k € R, then E[Y|G] =k a.s.
Proof. follows 6. O
2. (Monotonicity): If Y1 <Y, a.s., then E[Y1|G] < E[Y3|G] a.s.

Proof. Tt suffices to show that Y > 0 a.s. implies E[Y|G] > 0 a.s. by taking Y = Y5 — Y3, this was
shown in the proof of Theorem 1.5.2. Suppose ¥ > 0 a.s., and we will show that E[Y|X] > 0 a.s.
Let A = {z : E[Y|X = z] < 0}. Then by the “normal equations” for E[Y|X], E[I4(X)E]Y|X]] =
E[I4(X)Y] > 0, where the last inequality follows since I4(X)Y > 0 a.s. Since I4(X)E[Y|X] <0
by definition of A, it follows from Prop. 1.2.4(b) (f > 0, [ fdm = 0 = [ = 0,p-a.e.) that
IA(X)E|Y|X] = 0 a.s. Since E[Y|X] < 0 when I4(X) > 0 by definition of A, it follows I4(X) =0
a.s., which implies E[Y|X] > 0 a.s. If Y7 < Y5 a.s., then applying Y2 — Y7 and using linearity, we get
E[Ys - Y1|X] > 0 = E[Yi|X] < E[Y3]X] as. O

3. (L'meamty) If ai,as € R, then E[a1Y1 + a2Y2|Q] = alE[Yl\Q] + agE[Y2|Q] a.s.

Proof. First show E[aY |G] = aE[Y|G] a.s. Clearly aE[Y|G] is G-measurable, and for A € G, [ aE[Y|G]dP =
a [EY|GldP =a [YdP = [,(aY)dP Then, verify “normal equation”, E[I¢(X)(ay E[Y1|X]+az E[Y2|X])] =
a1 Ellc(X)EY1| X+ a2E[lc(X)E[Y2|X]] = a1 E[Ic(X)Y1]+ a2 E[Ic(X)Ys] = E[lc(X)(a1Y1 + a2Ys)]

O
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4. (Law of Total Expectation): E[E[Y|G]] = E[Y]
Proof. Taking A =Q € G in of Definition 1.5.1-1(b) O

5. (Conditional Expectation given degenerated r.v.): E[Y|{0,Q}] = E[Y]

6. If o(Y) C G, then E[Y|G] =Y a.s.

7. (Law of Successive Conditioning): If G is a sub-o—field of G, then E[E[X|G]|G0]
E[X|Gx] a.s.

E[E[X|Gx]|0] =

Proof. Taking A C Range(¢), then E[I14(¢(X))E[Y|X]] = E[ly-1(4)(X)E[Y|X]] = E[ly-1(4)(X)Y] =
E[Ia(¢(X))Y] = E[Ia(¢(X))]E[Y|6(X)] The last calculation shows that E[Y |¢(X)] satisfies the nor-
mal equations that define E[E[Y|X]|¢p(X)]. The other equation follows from 6. since E[Y|p(X)] is
already a function of X. O

8. If (Y1) C G and E|Y1Y32| < o0, then E[Y1Y2|G] = Y1 E[Y2|G] a.s.

Proof. If Y7 is G-measurable, then we may treat it the same as a constant when computing E[Y;Y2|G].
Clearly Y1 E[Y5|G] is G-measurable. We will verify property 2 of the definition only when X; is an
G-measurable simple function, say Y7 = > a;l4, for A; € G. In this case, for A; € g,fA Y1 E[Y5|G|dP =
Sa; fAﬁAi EY3|G)dP =" a; fAﬁAi Y2dP = [, Y1Y2dP. The second equality follows since AN A4; € G.
First show E[¢(X)Y] = E[¢(X)E[Y|X]] by starting with ¢ simple. E[¢Y(X)Y|X] = ¢(X)E[Y|X]
a.s. true for I4(X) = ¢(X). The normal equations for E[I4(X)Y|X], VB, E[Ip(X)IA(X)Y] =
E[Ipg(X)E[IAo(X)Y|X]] = E[Ip(X)I4a(X)E[Y|X]]. Thus, I4(X)E[Y|X] satisfies for E[I4(X)Y|X],
Also, the linearity holds for simple function. Then apply MCT & simple function approximation for
¥ >0, then ¢ = ¢, —1_. After this it is easy to check that (X )E[Y| X] satisfies the normal equations
for E[y(X)Y|X]. O

9. If X and Y are independent and E|g(X,Y)| < oo for a Borel function g, then Elg(X,Y)|X = z] =
Elg(z,Y)] a.s. Px.

10. If E[Y?] < oo, then E[Y|G]? < E[Y2|G] a.s.

11. (Monotone Convergence Theorem): IfY, >0 for any n, then E[liminfY,|G] < liminf E[Y,|G]
a.s. If0<Y;1Y a.s. then E[Y;|G] T E[Y|G] a.s.

Proof. Clearly lim E[Y;|G] is a G-measurable r.v. by Proposition 1.2.1 (¢). If A € G then I4E[Y;|]]
is a nonnegative increasing sequence of functions so by two applications of the ordinary Monotone
Convergence Theorem, [,lim E[Y;|G]dP = lim [, E[Y;|G]dP = lim [, Y;dP = [, YdP. The result
follows from the essential uniqueness of conditional expectations. O

12. (Dominated Convergence Theorem): Suppose there is an integrable r.v. X s.t. V; < X a.s. for
all i and suppose that Y; — Y a.s. Then E[Y;|G] — E[Y|G]

We can replace all the o-field above with a random variable / random vector. It can also be shown that
Holder’s inequality, Liapounov’s inequality, Minkowski’s inequality, and Jensen’s inequality hold a.s. with
the expectation E replaced by the conditional expectation E(-|G).
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Example 1.5.5. Recall the MSPE in the beginning of this section. Let Y be a random variable on
(Q,F,P) with E[Y?] < co and let X be a measurable function from (Q, F,P) — (A,G). One may wish
to predict the value of Y based on an observed value of X. Let g(X) be a predictor, ie., g € N =
{all Borel functions g with E[g(Y)]? < o}. Each 2 predictor is assessed by the “mean squared prediction
error” E[Y — g(X)] . We now show that E(Y]X) is the best predictor of Y in the sense that

EIY - B(Y[X)) = mig EY - g(X)]*

First, Theorem 1.5.6-8 implies F(Y|X) € A/. Next, for any g € N,

BlY — g(X)]? = E[Y - E(Y]|X) + E(Y|X) — g(X)]?
= EY - E(Y|X)]” + E[E(Y]X) — g(X)]* + 2E{[Y - E(Y|X)][E(Y]X) - g(X)]}
= E[Y - E(Y|X)]* + E[B(Y|X) = g(X)]* + 2E{E{[Y — E(Y|X)][E(Y]X) — g(X)]|Y'}}
(by Theorem 1.5.6-4 Law of Total Expectation)
= EY - E(Y|X)]? + E[E(Y|X) — g(X)]* + 2E{[[E(Y|X) - g(X)|E[Y — E(Y|X)[Y]}
(by Theorem 1.5.6-8)
= E[lY - E(Y|X)]” + E[E(Y]X) — g(X)]?
(by Theorem 1.5.6-1,3,4: Conditional expectation of constant r.v.; Linearity; Law of Total Expectation)
> E[Y — E(Y]X)P?,
Theorem 1.5.7. (Conditional Expectation and Independence): Suppose Y is an integrable r.v.
and X1 and Xo are random vectors with (Y, X1) independent of Yo. Then E[Y|X1,Xs] = E[Y|X1] a.s. In

particular, E]Y|X3] = E[Y] a.s. From an intuitive point of view, Xo provides no information aboutY if
they are independent, so it is reasonable that the conditional expectation of Y given Xy not depend on Xs.

Proof. First, E(Y|X) is Borel on (2, 0(X1, X2)), since 0(X;) C 0(X1, X2). Next, we need to show that for
any Borel set B € By, 11,,

/ XdIP’:/ E[Y|X,]dP
(Y1,Y2)~1(B) (Y1,Y2)=1(B)

If B = B; x By, where B; € By, then (Y3,Y2)"Y(B) =Y, 1 (B1) N Y, }(Bz) and

/Yl(Bl)mYI(BZ)E[HXl]d]P’: /Iyl_l(Bl)Iyz_l(Bz)E[Y|X1]dIP’

= /Iyl_l(Bl)E[Y|X1]d]P’/IY2_1(32)d]P’: /IY1_1(BI)XdIP’/IY2_1(BQ)dIP’

[ 1 XdIP:/ XdP
/ Y (B, (Ba) Y, Y(B1)NY, 1(B2)

This shows that f(Yl,Yz)*l(B) XdP = f(Yl,Yz)*l(B) E[Y|X;]dP holds for B = By X Bz. We can show that the
collection H = {B C R¥**2 . Bsatisfies Joivay-1) XAP = [ iy, vy)-1(p) EIVIX1]dP} is a o-field. Since
we have already shown that By, x B, C H, Bk, +k, = 0(Bg, X Bk,) C H and thus the result follows. O

Theorem 1.5.8. (Bayes Formula): Suppose © : (Q, F,P) = (As,Gs) is a random element and let X be
a o-finite measure on (A2, Ga) such that Law[O] < A. Denote the corresponding density (Prior Density) by

0) dLaw[B)]
m(f) = ———

o-finite measure on (A1,G1). Suppose that for each 6 € Ay there is given a probability density function w.r.t.

(0) where 7 is the probability measure on range of © (parameter space), m < A. Let p be a
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dLaw[X|© =0] dPxe(-|0
u denoted f(+10). Denote by X a random element taking values in Ay with aw| X6 = 0] = xjo(19) =

dp dp
f(:10). Then there is a version of posterior density Law[©|X = x] given by
(0)) = dLaw[®|X = x]( ) = f(z]0)m(0)
dA [y, F(x|0)m(6)dA(0)

Proof. By Section 1.5.4 Conditional distribution with h(xz,0) = f(x|@), there is a joint distribution for (X, ©)
for which 7(6) is the marginal density of 6 w.r.t. X, f(x|0)m(0) is the joint density for (X, ©), and f(z|0)
is the conditional density for X given ©® = 6. There only remains to verify the formula for the conditional
density of @ given X = z. But the marginal density for X is the joint density with 6 integrated out, i.e.
I} A, f(@|0)m(0)dA(0). Thus, one recognizes the r.h.s. of the formula as the joint density divided by the
margmal for X, i.e. the conditional density for © given X = z. O

1.5.6 Discussion

Why do we call normal equation? How to solve a general prediction loss function? (It will be useful in
learning problem that we have a conditional expectation on objective function, and in CAAM Optimization
course.) How to compute E[Y'|X] and Py|x with nontrivial example?

Example 1.5.6. Let X be a R-valued r.v. and put Y = X2. Assume Px has a Lebesgue density f(z). Find
P —X|Y. It may not be obvious, but there is no joint density for Pxy w.r.t. a product measure, so we can’t
do the “usual” type of calculation. Note that Pxy (Q) = 1, where @ is the parabola Q = {(z,y) : y = 22}.
Now m?(Q) = 0 so we know Pxy doesn’t have a density w.r.t. m. Indeed, with a lot more work, one can
show it doesn’t have a joint density w.r.t. any product measure (with the factor measures being o-finite, of
course). So, what are we to do? Use our intuitive understanding of conditioning to guess the result, then
verify that it works.

Given Y = y, we know X took on one of two values, £,/y. One way of thinking about conditioning and
Lebesgue densities goes back to Feller’s Volume 2 in his classic introduction to probability. We will present
an “engineering” version of that argument. It is similar to treatments of conditioning based on non-standard
analysis, where differentials are respectable mathematical objects.

Assume for now the density f(x) is continuous. (Once we have the right answer, the continuity will turn
out not to matter.) In reality, we can never observe a continuous r.v.: that would mean having an infinite

)
number of digits after the decimal point. Let X denote the rounded off version of X and 5 the maximum

1)
roundoff error. For example, if we round off to 2 decimal digits, then 3= 0.005, i.e., 6 = 0.01.

Note that X is a discrete r.v. since it must take values in § x Z. If # is a possible value of X, then

~ a+3
P[X = 7] = / f(w)dw = f(&)5

This is a crude rectangle-rule approximation to the integral which is valid as long as ¢ is small enough. This
is where we use the assumed continuity of f(x).

Now, X and Y = X2 are both discrete and we can use elementary conditional probability to solve the
problem for these r.v.’s. Note that even when X is continuous, Px|y (-|y) must be a discrete distribution,
since all the probability is concentrated on the 2 points &,/y.



1-46 Lecture 1: Measure Space

Computing the conditional probability mass function (p.m.f.) of X given ¥ = y using elementary conditional
probability, it suffices to compute for one of the possible values:

. . PIX = /y&Y =y PX = /9]
P[X = Y=y = 2 = — *
X = VilY =y Py = y] PX = Jjor X = — /]
I () ()
(F(VY) + F(=vw))s (V) + (=)
Now the “=" approximation becomes exact in the limit as 6 — 0. Let’s conjecture this is the right answer

in general and see if we can prove it works.

In the previous calculation, we implicitly assumed y > 0, but the cases y = 0 and y < 0 are easy to deal
with. For convenience, define for y > 0,

AW
PO = ) + 1)
v
W =5+ v

For general X with dPx = fdm, we conjecture that Pxy (where Y = X?) is given by

P(Y)d 5+ a(y)o— ify >0
PX|Y('|y):{5 Ve Ve £y <0

In the last line, we could have used any probability distribution on the appropriate space (R, in this case),
since P[Y < 0] = 0.

Let’s check that this works. That means, checking the defining properties for Px|y. We want to check that
for each y, Px|y(:ly) is a probability measure on Range(X). This is obvious. We want to check that for
each measurable B C Range(X), P[X € B|Y = y] = Pxy(Bly) for Py-almost all y. To check this, we
observe it is a function of y and we need to show that for all (measurable.) A C R, E[l4(Y)Ip(X)] =
E[I4(Y)Pxy(B|Y)]. This is just the normal equations for E[Ip(X)|Y] = P[X € B|Y]. Note the the
“Pxy” should be interpreted as our proposed version of Px|y. The statement is true for the real Py|y, and
we want to verify that our proposed Py |y satisfies it.

Since P[Y < 0] = 0,we can replace A with AN (0, 00), i.e., assume A C (0,00). Now the E[I4(Y)Ip(X)] is
simply P[Y € A&X € B] = P[X? € A&X € B]. To work with the E[I4(Y)Px)y(B|Y)], it is convenient to
write

Pxy (BY) = p(Y)Ip(VY) + q(Y)Ip(—VY) = p(X*)I(|X]) + a(X*)Ip(~|X])
valid for Y > 0. The first equality follows from the general fact that Io(z) = §,(C).

In order to work with the event [X? € A], define Cy = {z : 2 > 0,&2? € A}, C_ = {z : 2z < 0,&2? € A},
then [X2? € A] = [X € C{]U[X € C_], and the two events are disjoint. Thus, I4(Y) = I4(X?) =
Ic, (X) + Ic_(X). Note that C_ = —C, by which we mean —1 times every element in C. Put another
way, o, (—z) = Ic_ ().

Working on E[14(Y)Pxy (B|Y)],

E[I4(Y )PX\Y(B|Y)]

El(Ie, (X) +Ic. (X))(p(XQ)IB(X|)+Q(X2)IB(_|XD)]
Ellc, (X)p(X*)I5(X)] + El(Ic, (X)q(X?)Ip(-X)]
Blle_(X)p(X*)Ip(=X)] + Ellc_(X)q(X*)I5(X)]



Lecture 1: Measure Space 1-47

In the above, when we remove the absolute value signs around X, we make use of the sign of X implied by
the indicator of C'y. For instance, Ic_(X)Ig(|X|) = Ic_(X)Ip(—X)since X e . —= X <0 = |X|=
—X.

We can hopefully work with E[Ic, (X)p(X?)Ip(X)]+E[(Ic, (X)g(X?*) (=X |+ E[lc_(X)p(X?)Ip(—X)]+
Ellc_(X)q(X?)Ig(X)] to get E[I4(Y)Ig(X)]. We tried various ways to combine them before finding the
right approach. We will combine the first and fourth terms, but first note

2 2y _ T f(=) 2alr? f(z)
T, @pa®) + o (2)a(a) = oy () oty Fems + o (2)ale?) 78—
e f@
~ M e
The first equation follows since since the numerator of Ic_(z)q(2?) is Io_(x)f(—Va?) = Ic_(x)f(z) be-
cause Io_ () =1 = <0 = == —V/22. Similarly, to combine E[(Ic, (X)q(X*)Ip(—X|] +
Bl (X)p(X*)a(~X)] we will we I (2)a(a?) + fe (0p(a?) = La(a?) 7 )
Now we compute the expectations using the distribution of X (with its Lebesgue density)
Elle, (P 5(X)] + Elfe (X)X 15(0] = [ 1) n(e) 50— fla)im(z)
Elle. (X0)a0X) 5 (X)) + Elle (Xp(X)1a(0)] = [ 1) n(-0) 70— flaim(a)
= 2)Ip(z e —z)dm(z
= [ 1) = E s pam)

The last step follows by changing variables —z — z. Recall that dm(z) is basically the dz you are used to.

Now we combine the results from this last computation. After substituting “x” for “z” as a dummy variable
of integration, the sum of the two previous results is

f(x)

—|f (@ —x)|dm(x) = x2 z) f(x)dm(x
f(me(_m)[f( )+ f(=z)]dm(z) /IA( Mg () f(x)dm(z)

= E[IA(X*)I5(X)]

/IA(J:2)IB (J})

Hence, we have verified that our proposed form for Px|y (-|y) is a version of the correct answer. Note that
we can change it on a set of y values having Py measure zero, and the answer would still be correct.

Remark. Suppose (instead of squared error of loss) we want a prediction loss where L(y.4),

E[L(Y,h(X))] = E[E[L(Y |h(X)|X)]] (by total expectation)
- / [ / L(y. h(x))dPy x (4]a) | dPx (2)  (dPyix(ylz) = du(y)

If h*(x) = argmin [ L(y, a)dPy | x (y|x), with a exists and unique, we can update the “data” x here and derive
a

the argmin and this minimize E[L(Y, h(X))] > E[L(Y,h*(X))] over h(X)

Finally, we have already termed our conditional expectation as “normal equations” so many times. Why?
Because we want to find h(X) to minimize E[(Y — h(X))?], we can set the Ly norm of probability measure
Ly(P) = {W : E[W?] < oo}, and this is a linear space. By defining an inner product on Ly with (U, V) =
E[UV], and the properties
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LU, V) = (V,0)
2. (a1U1 + asUs, V> = a1<U1, V> + a2<U2, V>
3. (U,U) > 0, and it equals to 0 iff U =0 a.s.
is complete. We suppose M = {h(X) : h : Range(X) — R&FE[h(X)?] < oo}, this is a closed linear subspace.

In Ly, |[[W]|| = /(W,W), MSPE(Y, h(X)) = ||Y — h(X)||?, Y — h*(X) is normal to linear subspace M i.e.
Vg(X) e M, (Y — h(X),g(X)) =0, and h*(X) = E[Y|X] i.e. E[(Y —h*"(X))g(X)] =0,Vg9(X) e M
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